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Preface

This volume of Lecture Notes in Networks and Systems contains accepted papers
presented at the [7th International Conference on Soft Computing Models in
Industrial and Environmental Applications (SOCO 2022). This conference was
held in the beautiful city of Salamanca, Spain, in September 2022.

Soft computing represents a collection or set of computational techniques in
machine learning, computer science, and some engineering disciplines, which
investigate, simulate, and analyze very complex issues and phenomena.

After a peer-review process, the SOCO 2022 International Program Committee
selected 64 papers published in these conference proceedings, representing an
acceptance rate of 60%. In this relevant edition, a particular emphasis was put on
the organization of special sessions. Seven special sessions were organized related
to relevant topics such as Machine Learning and Computer Vision in Industry 4.0;
Time Series Forecasting in Industrial and Environmental Applications;
Optimization, Modeling, and Control by Soft Computing Techniques; Soft
Computing Applied to Renewable Energy Systems; Preprocessing Big Data in
Machine Learning; and Tackling Real-World Problems with Artificial Intelligence.

The selection of papers was extremely rigorous to maintain the high quality
of the conference. We want to thank the members of the Program Committees for
their hard work during the reviewing process. This is a crucial process for creating a
high-standard conference; the SOCO conference would not exist without their help.

SOCO 2022 enjoyed outstanding keynote speeches by distinguished guest
speakers: Prof. Ajith Abraham, Director of Machine Intelligence Research Labs
(MIR Labs), and Prof. Guy De Tré head of the research group on Database,
Document, and Content Management (DDCM) at Ghent University (Belgium), and
Felix Barrio General Director at INCIBE (Spain).

SOCO 2022 has teamed up with “Neurocomputing” (Elsevier), “Logic Journal
of the IGPL” (Oxford University Press), and Cybernetics & Systems (Taylor &
Francis) for a suite of special issues, including selected papers from SOCO 2022.

Particular thanks go as well to the conference’s main sponsors, Startup OI¢, the
CYL-HUB project financed with next-generation funds from the European Union;
the Ministry of Labor and Social Economy; the Recovery, Transformation, and
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Resilience Plan; and the State Public Employment Service, channeled through the
Junta de Castilla y Leon, BISITE research group at the University of Salamanca,
CTC research group at the University of A Corufia, and the University of
Salamanca. They jointly contributed in an active and constructive manner to the
success of this initiative.

We would like to thank all the special session organizers, contributing authors,
as well as the members of the Program Committees and the Local Organizing
Committee for their hard and highly valuable work. Their work has helped to
contribute to the success of the SOCO 2022 event.
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Abstract. As the presence of Cyber-Physical Systems (CPS) becomes ubiquitous
throughout all facets of modern society, malicious attacks by hostile actors have
increased exponentially in recent years. Attacks on critical national infrastructure
(CNI) such as oil pipelines or electrical power grids have become commonplace,
as increased connectivity to the public internet increases the attack surface of CPS.
This paper presents a study of the current academic literature describing the state
of the art for anomaly detection of security threats to Cyber-Physical Systems, with
a focus on life safety issues for industrial control networks (ICS), with the goal of
improving the accuracy of anomaly detection. As a new contribution, this paper
also identifies outstanding challenges in the field, and maps selected challenges
to potential solutions and/or opportunities for further research.

Keywords: Cyber-physical systems security - IoT security - SCADA security -
AI/ML in CPS - Human-in-the-loop cyber-physical systems (HitL-CPS) -
Anomaly detection in CPS

1 Introduction

Cyber-Physical Systems (CPS) are integrated systems that combine software and phys-
ical components [1]. CPS have experienced exponential growth over the past decade,
from fields as disparate as telemedicine, smart manufacturing, autonomous vehicles,
Internet of Things, industrial control systems, smart power grids, remote laboratory
environments, and many more. Academia tends to use the term Cyber-Physical System,
while industry tends to use IoT for consumer-grade devices, and IIoT (Industrial Internet
of Things) [2] for industrial control systems (manufacturing, process control, etc.).

The rapid growth [3] of CPS has outpaced advancements in cybersecurity, with
new threat models and security challenges that lack a unified framework for secure
design, malware resistance, and risk mitigations. Much of the attention from academia
and industry is focused on consumer-grade IoT devices (smart home automation, etc.).
Industrial-grade IoT seems to have less attention from academia and industry, which is
unfortunate, as the consequences of IIoT failure are much higher (power grid failure, oil
pipeline shutdowns, train switching, etc.) [4].
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Threat detection and prevention is a mature industry in enterprise networks, with large
and entrenched vendors (Checkpoint, Cisco, F-Secure, Kapersky, Microsoft, Sophos,
Trend Micro, etc.) providing host-based and network-based Intrusion Detection Sys-
tems/Intrusion Prevention Systems (IDS/IPS). Cyber-Physical Systems do not yet have
similar IDS/IPS capabilities [5].

Traditional Industrial Control Systems (ICS), also known as Supervisory Control and
Data Acquisition (SCADA) have not adjusted to the ubiquitous connectivity of Industry
4.0 [7], and still largely consider security to be an afterthought [7]. Much of this is
due to the (no longer accurate) assumption that the ICS/SCADA environment is on an
isolated, air-gapped, and trusted network [8, 9]. Historically, the primary design goal
of SCADA/ICS systems was extreme reliability and predictability. Basic cybersecurity
practices such as complex passwords or onerous authentication requirements were seen
as barriers to system accessibility and were therefore avoided by the designers and
operators of these systems [8]. Anti-malware programs such as signature-based antivirus
tools were similarly avoided, to eliminate the possibility of a false positive inadvertently
quarantining critical system files. These historical systems typically ran on fully isolated
and trusted networks, without connectivity to corporate networks, and definitely without
any connectivity to the public Internet.

Additionally, the lack of standardization [10, 11] of historical SCADA/ICS systems
resulted in widespread usage of proprietary communication protocols, leading to “secu-
rity by obscurity” [12], due to lack of a robust method of peer review. System vendors
typically lacked any method of providing updates or bug fixes, so newly discovered
vulnerable systems would typically remain in place for the entire lifespan of the system,
relying on network isolation for protection from threats. As modern CPS grew out of
legacy SCADA/ICS systems, those historical design considerations became untenable,
as connectivity to wireless networks became ubiquitous, as well as a rapid abandonment
of isolated air-gapped network environments.

Legacy protocols used in SCADA/ICS (Modbus, DNP, Fieldbus, HART, etc.) [13]
are increasingly giving way to TCP/IP used in CPS, largely driven by commercial moti-
vations for connectivity to corporate computer networks and the Internet. The modern
reality of CPS is a hyper-connected world where threat actors are omnipresent, and a
hostile network environment must be assumed. As modern CPS become increasingly
interconnected with other networks, the attack surface has increased exponentially, lead-
ing to increasingly frequent breaches of critical national infrastructure (CNI) such as oil
pipelines [14], power grids [4], etc.

Due to historical design goals of SCADA/ICS, observability of system state [4] has
typically been limited to the current real-time status of a particular sensor or actuator,
with relatively simple threshold-based alerts for the system operator. The historical
assumption of a SCADA/ICS running on an isolated and fully trusted network meant that
intrusion detection and intrusion prevention (IDS/IPS) were not design priorities, leading
to a lack of observability in the increasingly hostile network layer of the CPS, making
it difficult to detect threats and malicious activity in an increasingly connected world.
Anomaly detection of security threats to CPS has become more urgent and critical to
industry and life safety, as CNI becomes increasingly interconnected to public networks.
Therefore, further study is needed to advance the state of academic research on the issue,
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and to develop and apply preventative solutions for industry to ensure safe and secure
implementations of CPS.

This study aims to gather a full understanding of the research issue, and to identify
existing gaps in the current state of the art that are opportunities for further research
efforts. The remainder of this paper is organized as follows; Sect. 2 provides a statistical
analysis of the areas of coverage in existing literature, which will allow identification of
gaps in the current research. Section 3 provides a literature analysis for key identified
topics. Section 4 illustrates the currently outstanding challenges in the field, with poten-
tial solutions for advancing the state of art. Finally, Sect. 5 discusses the conclusions
reached in this paper, as well as identifies opportunities for future research.

2 Statistical Analysis

The keywords described previously were used to search literature from the various
described sources. A total of 310 papers and online articles were selected and reviewed
for this study. As a study done by literature review, this section will provide statistical
analysis to describe the existing research presented in the reviewed literature by publisher,
publication type, publication year, and country of origin.

The top 5 publishers (IEEE 47%, ScienceDirect 15%, Springer 12%, ACM 9%,
MDPI 4%, all others 13%) comprise the bulk of available research in this field and are
all well-established academic publishers with robust levels of peer review and quality
assurance.

Most of the research in this area is published in academic journals (59%), with
academic conferences a close second (39%). The field of CPS security is also heavily
influenced by industry, but those efforts are typically for short-term tactical responses
to current market threats and opportunities. For competitive advantage and trade secret
reasons, industry efforts are rarely shared with the broader community, with “security
by obscurity” still a common tactic in industry. There is a noticeable lack of industry
and academic collaboration in this field, which is an opportunity for improvement.

To maintain relevance in a rapidly changing field, the reviewed literature in this paper
is within the last decade, with most articles from the past 3 years. The term “Cyber-
Physical Systems” was coined in 2006 by the US-based National Science Foundation
(NSF) [4], so little research exists before that date. Earlier research related to CPS existed
in fields of cybernetics, industrial process control, and control logic and engineering.

The USA is the largest single source of research in the area, with the top 5 countries
generating more research than all other countries combined. Of the top 5 countries,
there are 3 countries (USA, UK, India) with English as an official language, making
the overwhelming majority of the published research available in English, often to the
exclusion of other languages. The remaining 2 countries in the top 5 (China and Germany)
typically publish research in English as well, due to greater availability of reference
literature and collaboration opportunities. China and Russia appear to be the only two
countries with significant publications in local languages, perhaps due to the large sizes
of their domestic industry and academic communities (Fig. 1, Fig. 2 and Fig. 3).
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3 Literature Analysis

Two of the commonly recurring themes in the available literature are CPS Secu-
rity Design, and Anomaly Detection/Threat Detection in CPS, each of which will be
discussed further below.

3.1 CPS Security Design

CPS is a broad field, and there is an interesting schism between the traditional SCADA
systems used for industrial process control (now commonly referred to as IIoT), and the
more consumer-focused IoT industry.

Due to product lifecycles measured in years or decades [15], and the historical design
assumptions of operating in a fully trusted and air-gapped isolated environment, the
traditional Industrial Control Systems (ICS) are much slower to adopt new technologies
than their more agile counterparts in consumer-focused IoT devices that have product
lifecycles measured in months to a few years.

Unlike their IloT-based counterparts, the consumer-focused IoT industry was born
in an age when ubiquitous connectivity to an increasingly hostile Internet was assumed,
which helped drive adoption of standardized communication protocols around TCP/IP,
with integrated authentication and encryption [16] functionality designed for the
lightweight messaging protocols of devices assumed to have constrained processing
power, battery life, and unreliable network connectivity.

Security design efforts for ICS/IIoT tend to focus on a hardened perimeter firewall
separating the CPS from other networks, with little in the way of protection once inside
the trusted network, reminiscent of the “hard shell, soft center” security posture of
enterprise networks in decades past [17]. Due to historical design assumptions of a fully
trusted network environment, there is still considerable resistance to actively blocking
Intrusion Prevention Systems (IPS) being deployed with CPS, due to the high cost of false
positives. Passive Intrusion Detection Systems (IDS) are seeing increasing acceptance
in CPS, but due to the extreme heterogeneity, false positives are still a significant issue,
making it difficult for the CPS operators to determine what is truly hostile network
activity.

The more modern consumer-focused IoT industry has been quicker to adopt a zero-
trust model of information security, accepting the reality that they operate in a potentially
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hostile network environment, and embedding strong authentication and encryption pro-
tocols by default [16]. Unfortunately, the rapid advancement of IoT means that product
lifecycles are very short, making devices become obsolete quickly, leaving many “or-
phaned” devices without ongoing vendor support or upgrades to counter new security
threats. While some vendors have included functionality for receiving trusted over-the-
air updates to counter newly discovered threats, there are many IoT devices that entirely
lack any sort of update functionality, leaving them permanently vulnerable to emerging
threats.

Human-in-the-Loop Cyber-Physical Systems (HitL-CPS) are a unique subset of CPS
that partially or completely rely on human operator input to control the CPS. This intro-
duces unique security challenges, due to unpredictability from human error, inattentive-
ness, slower reaction time of humans, susceptibility to social engineering, inconsistent
decision-making, etc. The key research in this area is from Nunes [18], who describes
the most significant outstanding challenges in this area as gathering a full understand-
ing of the problem domain, improvements in modeling unpredictable human behaviour,
autonomic mitigations against intentional and unintentional human-introduced risks,
and development of a formal methodology of integrating human feedback in the control
loop. Each of these challenges are still in rapid states of development, so the maturity
of this area of research is still in its early stages.

3.2 Anomaly Detection/Threat Detection in CPS

Threat detection methodologies can be broadly categorized [19] as signature-based,
threshold-based, or behaviour-based. Traditional antivirus programs are an example
of a signature-based threat detection methodology, using a centralized and regularly
updated database of signatures of malicious files or traffic to trip an alarm on an IDS
and/or IPS. Signature-based detection works well on IT networks thanks to standardized
communication protocols and low levels of heterogeneity but suffers from high levels of
false negatives on OT networks due to their proprietary communication protocols and
heterogeneous physical components.

Threshold-based methodologies rely on known ranges of acceptable operation, which
are relatively easy to define on IT networks. Examples of threshold-based threat detec-
tions for IT networks include network link utilization, communication latency, processor
utilization levels, etc. However, OT networks have proven more difficult to accurately
define known ranges of acceptable operation, due to real-world environmental fluctu-
ations [20]. For example, a wireless mesh network of air quality sensors in a smart
city environment may have communication latency impacted by fog or rain, making the
thresholds of acceptable operation differ based on unpredictable weather conditions.

Kabiri and Chavoshi [20] propose a CPS design model that includes a inline hardware
device that interrogates all commands sent to actuators, passively relaying all commands
until a malicious or anomalous pattern is detected that would run the actuator outside
of specified operational tolerances. This provides active protection of physical devices
in OT networks, similar to inline IPS that are commonly used for protection of cyber
assets in IT networks. IPS products suffer from false positives in IT networks due to
complexity and unpredictability of traffic patterns. False positives have a higher impact
in OT networks, due to financial implications of shutting down a CPS like a factory
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line or water treatment plant, so the tolerance for false positives is much lower in OT
networks, which is still an outstanding research problem.

Behaviour-based methodologies are the most difficult to accurately define on IT net-
works and are even more challenging for OT networks [21]. Defining an accurate baseline
of normal behaviour on an IT network requires a deep understanding of what normal
system activity looks like, and it is rare that IT networks are completely unchanged
over their entire lifecycle, making any definition of normal behaviour a moving target
at best. These challenges are exacerbated on OT networks, which tend to be even more
dynamic due to environmental factors such as weather-related variations in tempera-
ture, humidity, ambient light, etc. Additionally, the negative impact of a false positive or
false negative detection on an OT network has more significant consequences, including
physical equipment damage and life safety concerns.

There is considerable interest in the use of machine learning (ML) algorithms for
automated threat detection in CPS, but few of the proposed frameworks from academia
have seen significant adoption in industry. Due to the extreme diversity in CPS, it has
proven difficult to generate a useful training model for AI/ML algorithms, which has
resulted in unacceptably high levels of false positives and false negatives for automated
anomaly detection. This appears to be a significant discontinuity between the efforts of
academia and industry, and is an opportunity to improve collaboration.

Manufacturing processes in the so-called “Industry 4.0 have been particularly quick
to adopt Al in CPS, both for protection from cybersecurity attacks, and operational
efficiency. Alhaidari and AL-Dahasi [22] propose an improved framework for using Al to
detect DDoS attacks using multiple machine learning algorithms. Different datasets were
analyzed with ML algorithms for rapid detection of DDoS attacks, with preprocessing
of raw data to minimize the size of the training model particularly helpful in increasing
the mean time to detection of an attack. A significant conclusion drawn was the need
for greater collaboration between the operators of individual CPS and broader industry
participants for sharing of vulnerability information.

The major strategies, as well as their relative advantages and disadvantages are shown
in the table below (Table 1).

Table 1. Comparison of anomaly detection strategies

Detection strategy | Advantages Disadvantages

Signature High accuracy for known threats Wide variation in CPS makes it
difficult to develop and maintain
signature databases

Threshold Simple design External factors such as weather or
operational changes can cause
thresholds to vary over time, which
can cause false positives

Behaviour Best accuracy for unknown threats | Most difficult to accurately define
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4 Outstanding Challenges

A modern CPS can be considered as a combination of corporate computer networks and
industrial control networks, sometimes referred to as Information Technology (IT) and
Operational Technology (OT), each of which have differing priorities.

Traditional IT networks have used the so-called Confidentiality, Integrity, Availabil-
ity (CIA) triad to define the organizational security posture, with each facet listed in
order of importance. OT networks reverse that order [23], with availability being the
most important factor, followed by integrity, with confidentiality the least important
facet of overall system security. This difference is largely due to CPS growing out of
earlier SCADA/ICS networks used for industrial control processes, where availability
was of the utmost importance, with integrity and confidentiality rarely considered due
to usage of trusted and air-gapped isolated network environments.

As OT networks merged with IT networks to form modern CPS, those differing
priorities have resulted in ongoing challenges that have yet to be fully resolved. IT
networks heavily prioritize authentication (who you are) and authorization (what you
are allowed to do), which roughly map to the confidentiality and integrity facets of the
CIA triad of information security. However, OT networks have traditionally focused so
heavily on the availability facet of the CIA triad, that authentication and authorization
were assumed to be true [8] by virtue of physical access to the trusted and isolated OT
network.

This historical assumption of a fully trusted and isolated environment is no longer true
after the interconnection of IT and OT networks, resulting in vulnerability to common
network-based attacks such as DDoS, MitM, replay attacks, impersonation, spoofing,
false data injection, etc. Compounding the problem, OT networks typically lack inte-
gration with antimalware programs, as well as detailed logging capabilities, making it
difficult to observe potentially hostile activity on OT networks [24].

There are ongoing efforts [12] to extend the IDS/IPS capabilities of IT networks
into OT networks, but the lack of standardized protocols and interfaces to the physical
components of CPS makes threat detection very challenging. Those IDS/IPS systems that
have been extended into CPS environments struggle with high levels of false positives
and false negatives, due to the complexity of CPS.

The single largest challenge facing the secure design and operation of CPS is their
lack of standardized communication protocols and proprietary nature [25]. Due to the
lack of even rough industry consensus for the system development life cycle of CPS,
each system designer essentially builds each new CPS from scratch, without much
consideration for multivendor interoperability, secure and robust patching mechanisms,
or exposing system telemetry details in a consistent manner for health and security
monitoring. This is slowly changing with industry consortiums forming standards bodies
such as O-PAS (Open Process Automation Standard) [26], but broad industry consensus
has proved elusive.

The highly proprietary nature of CPS products is due to their historical evolution
from ICS, which were designed to operate on closed networks without interoperability or
communication requirements with external networks. As OT and IT networks merged to
become CPS, the open standards and communication protocols used by IT networks have
been rapidly adopted by OT networks [27], but there is still significant opportunity for
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improvement, particularly for the OT networks that have unexpectedly found themselves
connected to public and untrusted networks, including the Internet.

5 Conclusions

As arelatively young (since 2006) field of study, the state of the art for CPS is still rapidly
evolving. For historical reasons, CPS lacked a coherent or standardized architecture, so
are notable by their extreme diversity, which has hampered the development of threat
mitigations in increasingly hostile networked environments. As malicious attacks on
critical infrastructure continue to increase, the need for secure and resilient CPS becomes
more urgent every day.

Opportunities for further development include increased collaboration between
academia and industry, towards the development of best practices for secure design and
operation of CPS, with security and observability included much earlier in the system
development life cycle.

As the proprietary communication protocols of legacy CPS environments give way to
modern standards-based TCP/IP protocols, there are opportunities for cross-pollination
between the OT networks of yesterday and the IT networks of today. The use of AI/ML
for threat detection is already commonplace in IT networks, but OT networks have seen
very limited adoption of this technology, due to the higher cost of false positives. Further
research work in this area is recommended.

It is particularly notable that the goals of academia and industry do not appear to
be entirely aligned, with industry extremely hesitant to adopt academic proposals for
changes to safety-critical systems. This is a potential opportunity for improved col-
laboration, as well as research into the development of more realistic simulated CPS
environments for low-impact testing. Collaboration efforts are further hampered by the
extreme diversity of CPS, making consensus-building around standardized best-practice
design and architectural strategies for CPS a significant opportunity for improvement.
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Abstract. Recent advancements in technologies such as in Big data and Inter-
net of Things have made Predictive Maintenance (PdM) a key strategy to reduce
unnecessary maintenance costs and improve product quality in the manufacturing
sector. The premise of this paper is to implement and explore some of the most
promising machine learning models for PdM, a Gradient Boosting (GB) model,
and a Support Vector Machine (SVM) model. An innovative methodology for
model training is proposed that aims to improve model performance while also
allowing for continuous training. Furthermore, it is proposed an automatic hyper-
parameter tunning approach for the GB and SVM models. A synthetic dataset
that reflects industrial machine data was used to validate the proposed methodol-
ogy. The implemented models can achieve up to 0.92 recall and 94.55% accuracy,
highlighting the effectiveness of the proposed methodology.

Keywords: Data preprocessing - Gradient boosting - Hyperparameter
optimization - Predictive maintenance - Support vector machine

1 Introduction

Nowadays, due to the emergence of new and improved technologies such as in Big data,
Internet of Things, data analytics, augmented reality, and cloud computing, there has been
a shift in the industrial maintenance strategy to systems capable of predicting machine
longevity [1, 2]. Moreover, energy aspects are also very important to consider when
optimizing production lines in manufacturing environments, since machines’ health can
play a big role in affecting a machine’s energy efficiency capabilities [3, 4]. This has
led mainly to the research of two new maintenance concepts to identify irregularities
in the manufacturing environment, condition-based maintenance, and prognostic and
health management [5]. Predictive Maintenance (PdM), which uses prior data to pre-
dict behavior patterns, is often employed with these two concepts in mind, either with
condition-based maintenance or prognostic and health management, and in some cases,
with both of them [6].
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This paper aims to implement and explore the benefits and drawbacks of two machine
learning techniques for PAM: GBs and SVMs, due to their robustness, performance, and
the author’s extensive experience in using these models. It focuses on proposing a novel
training machine learning methodology for PdM that increases the models’ performance
when dealing with unbalanced and irrelevant/erroneous data, as well as explore how
these models perform in this type of problem. In addition, an automatic hyperparameter
optimization approach is taken into account in order to find the best hyperparameters
for the GB and SVM, thus further improving the models’ performance. Moreover, it
proposes how an application of the proposed models could be implemented in real-time,
both for user application and retraining of the models. Also, to validate the implemented
models, these are compared to a bagged trees ensemble classifier proposed in [7], that
uses the same dataset.

The main advantages of the proposed methodology and models are:

e Good to high performance when dealing with unbalanced and irrelevant/erroneous
data;

e Continuous improvement of the models, due to their ability of retraining;

e Easy implementation of the models, as a result of the automatic hyperparameter
tunning approach;

e High flexibility to apply to other contexts, since it requires a low number of common
features from machine data.

On the other hand, its biggest disadvantages/limitations are:

e Long execution times for the automatic hyperparameter tunning, depending on the
possible range of values for each hyperparameter;
o Inability to detect types of machine failures.

This paper structure is divided into six main sections. This first introductory section
presents a contextualization to the objective of the paper, while Sect. 2 shows the state-
of-the-art regarding PdM techniques. Section 3 describes in detail the dataset used for
training and testing of the machine learning models. Section 4 presents the proposed
methodology for PAM on GB and SVM models. Section 5 provides the results to validate
the proposed solution while also discussing the obtained results. Finally, in Sect. 6, the
conclusions are presented.

2 State-of-the-Art

In a manufacturing environment, the use of predictive systems to detect when main-
tenance activities are required is crucial not only to reduce unnecessary costs but also
to improve product quality. Predictive maintenance allows for continuous monitoring
of the machine’s integrity, allowing maintenance to be conducted only when it’s really
necessary. Furthermore, prediction systems based on statistical inference methods, his-
torical data, integrity variables, and engineering approaches enable the early detection
of problems [8]. There are a variety of techniques for predicting systems’ health and/or
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condition, for instance, the usage of Gradient Boosting (GB) [9, 10], Support Vector
Machines (SVMs) [11, 12], artificial neural networks, random forests, deep learning,
k-means, naive bayes, and decision trees [8, 13].

While there are many techniques for PAM, GB models are highly used due to their
robustness, for example, in [9] it is proposed a monitoring and fault detection system
for wind turbines’ critical components. It uses historical data from components such
as gearboxes and generators to predict when there is anomalous behavior, and arrange
maintenance according to it. In the proposed methodology, an extreme gradient boosting
and long short-term memory models are explored, with the extreme gradient boosting
being better at modeling the gearbox. Also, in [10] it is proposed a novel data-driven app-
roach for PdM applied to woodworking industrial machines. It implements and explores
the performance of three different machine learning models, GB, random forest, and
extreme gradient boosting, to predict the remaining useful lifetime of a machine. Of
the three models, the GB had the best performance when taking into consideration the
metrics recall, precision, and accuracy.

Nevertheless, GB is not the only robust model for PAM, SVM models can also
provide great performance. A PAM system for industrial IoT of vehicle fleets is proposed
in [11], which focuses on detecting vehicle faults. It achieves these results by employing
a hierarchical modified fuzzy support vector machine model. The effectiveness of the
proposed model is demonstrated when compared to other popular PAM approaches
such as logistic regression and random forests, with the two latter ones having worse
performance that the proposed model. Moreover, in [12] it is proposed a SVM for
machine prognostic in industrial environments. In addition, it also proposes an innovative
modified regression kernel to be applied in the SVM that aims to improve the system’s
performance.

3 Training/Testing Dataset

The PdM dataset used for training and testing of the proposed solution was obtained
from the Machine Learning Repository from the University of California, Irvine [14].
The PdM dataset, titled “AI41 2020 Predictive Maintenance Dataset Data Set” from
2020, is publicly available in [15]. It represents a synthetic dataset that aims to reflect
industrial machine data for PAM. It is worth noting that the dataset consists of 10000
data points, 14 features, and is characterized as being multivariate and time-series based.

The most relevant features from the PAM dataset used in the training of the proposed
models are:

e Air temperature — Represents the air temperature outside the machine, in Kelvin (K);

e Process temperature — Describes the temperature generated inside the machine, in
Kelvin (K);

e Rotational speed — Depicts the rotational speed of the tools inside the machine, in
Revolutions per minute (rpm);

e Torque — Describes the force produced to rotate the tools inside the machine, in
Newton-meters (Nm);

e Tool wear — Represents the level of degradation of the tools inside the machine, in
minutes (min);
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e Machine failure — Defines whether a machine has failed or not. It assumes the value
of 0 or 1 for non-failure and failure, respectively.

4 Proposed Methodology

For PdM, two machine learning models are implemented and explored, a GB, and a
SVM model.

The training process can be done in batches or mini-batches. In an initial phase, the
batch approach was taken since it allows to have a model ready to be applied in the real
world. Nevertheless, after the initial model is constructed the training process is made
through mini-batches, in real-time, as represented in Fig. 1. It is worth noting that the
GB and SVM models do not possess the ability to continue the training of an already
existing model, and thus, need to be trained from the beginning.

For real-time training, the proposed solution starts by obtaining the newest machine
data (i.e., air temperature, machines’ process temperature, rotational speed, torque, tool
wear, and machine failure information) from the machine data database employed in the
facility. The database can describe either the culmination of all machine data from all the
machines in the facility, or the data of a single machine. Then, before training starts, a
data preprocessing phase begins in which: (1) aggregate all the data collected into a single
data file, if the data is separated into different files (i.e., data aggregator); (2) normalize
data scales and types, primarily between data from two different machines, using a Min-
Max strategy (i.e., data normalization); (3) fill missing values on the gathered data, by
using a k-Nearest Neighbors imputation technique (i.e., data imputation); (4) remove
and correct possible irrelevant and erroneous data, by detecting outliers using the Z-score
technique (i.e., data filtering); (5) transform raw data into features that better represent the
underlying problem (i.e., data engineering); and finally, (6) balance machine data failure
and non-failure points, by using the imbalanced-learn [16] library (i.e., data balancing).

Data Preprocessing

Obtain Data

Machine >
Machine Data Data Aggregator=> \ . alization

Data
Database

Y

Data Filtering [«—Data Imputation

|

Data
Engineering

—> Data Balancing

Train Machine

End [« Learning

Model

A

Fig. 1. Flowchart of the proposed machine learning model training process
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Afterward, the preprocessed data is fed to the machine learning model (i.e., GB or
SVM) for training, where the model has to be reconstructed from the beginning. This
training process can start every time there is new data in the machine data database.

The initial training process, done on both models (GB, SVM) is characterized by:

e The Holdout method, with 80% of the data set apart for training, and the rest for
testing (8000 data points for training and 2000 for testing);

e Data normalization, done using a Min-Max strategy;

e Feature engineering, by creating a new feature, temperature difference, which
represents the machine process temperature minus the air temperature;

e Data balancing, done with a 5% oversampling strategy on the failure data points
and a majority undersampling strategy on the non-failure data points, by using the
imbalanced-learn [16] library. It is noteworthy that there is a big gap of around 1:28
ratio (339 failures and 9661 non-failures) of instances where a machine failed to when
it did not fail, respectively;

e Cross-validation splitting strategy when searching for the best hyperparameters, done
with a 5-fold cross validation.

Regarding the application in real-time of the proposed machine learning models,
which is represented in Fig. 2, it can be divided into four crucial phases: data acquisition,
data preprocessing, and the usage of the respective machine learning model.

The application in real-time of the proposed models for PAM starts with the acqui-
sition of machine data from the machine intended to be evaluated. Next, a data prepro-
cessing phase begins which focuses on data normalization, imputation, filtering, and
engineering, similar to the training process. Finally, the preprocessed data is fed to the
machine learning model, which predicts the machine failure status, representing 1 for
failure and O for non-failure.

Data Acquisition Data Preprocessing
ObtaiBMEChi"e > Data | ,Inat, Imputation
ata Normalization
Machine Learning Model v
P;ﬁfrte“g:me k Eng?:éaering gy Dt Filtering

Fig. 2. Flowchart of the proposed machine learning model application in real-time

4.1 Gradient Boosting Training

The training of the GB was done using an automatic hyperparameter tuner, which aims
to find the optimal hyperparameter values. This is accomplished through the Random-
izedSearchCV [17] technique available in the Scikit-Learn library [18]. The proposed
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technique explores randomly the possible values for each hyperparameter in order to find
the best GB model which contains the optimal values for each hyperparameter. Table 1
presents the possible and optimal hyperparameter values for the GB model using this
method.

Table 1. Gradient Boosting hyperparameters possible and optimal values using the automatic
hyperparameter tuner method

Hype-parameter Possible values Optimal value
Criterion Friedman MSE, Squared error, MSE, or MAE | Friedman MSE
Learning rate 5%, 7.5%, 1%, 25%, 50%, 75%, or 100% 100%
Maximum depth 10 to 32 12

Maximum features Auto, Sqrt, or Log2 Log2
Minimum samples in a leaf | 1, 2,4, 6, 8§, or 10 4

Minimum samples to split | 2, 5, 10, 20, or 30 2

Number of estimators 200 to 3000 2000

The used GB classifier is the GradientBoostingClassifier [19] from the Scikit-Learn
library. During the training phase, the classifier devises rules to obtain the lowest pos-
sible accuracy error in comparison to the training classes. When the model has been
appropriately fitted with training data, it is ready to make predictions.

4.2 Support Vector Machine Training

For the tuning of the hyperparameters of the SVM model, an automatic hyperparameter
optimization approach was taken into account. To achieve this, it is used the Random-
izedSearchCV [17] technique. This technique focuses on finding the best estimator to be
used in the model, by randomly choosing one of the possible values for each hyperpa-
rameter and then scoring each estimator according to their accuracy scores. The possible
values and corresponding optimal value for each hyperparameter, using the proposed
method, are presented in Table 2.

Table 2. Support vector machine hyperparameters possible and optimal values using the
automatic hyperparameter tuner method

Hype-parameter Possible values Optimal value
C (Regularization parameter) | 0.1, 1, 10, 100, or 1000 100

Gamma Scale, Auto, 1, 0.1, 0.01, 0.001, or 0.0001 | Scale

Kernel Linear, Poly, RBF, or Sigmoid RBF
Probability estimates True or False False
Shrinking heuristic True or False True
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The SVC [20] from the Scikit-Learn library was used as the SVM classifier. The
same process of training occurs as in the GB model.

5 Results and Discussion

To validate the proposed machine learning models’ performance four metrics were taken
into account: recall, precision, f1-score, and accuracy.

In PdM, the recall, precision, and f1-score metrics are essential to validate the pro-
posed models, since in this type of problem classes are almost always not balanced. As a
result, recall allows to have an idea of how many correct predictions (i.e., true positives)
to incorrect predictions (i.e., false negatives) are being made by the proposed models.
False negatives can be can have major repercussions until the machine is not detected
to have a failure, such as the manufacturing of defective items, resulting in a loss of
money, resources, and time. Furthermore, false alarms (i.e., false positives) also need to
be considered in order to minimize unnecessary maintenances activities, thus why the
precision metric is also taken into account. To consolidate both recall and precision, the
fl-score is also used to validate the proposed machine learning models. The last metric,
accuracy, describes the overall ratio of the truly predicted test cases to all the test cases.

The performance metrics for the best GB and SVM models, using the optimal
hyperparameters found in Table 1 and Table 2, respectively, are presented in Table 3.

Table 3. Performance metrics for the best machine learning models found

Model Recall Precision F1-score Accuracy
Gradient boosting 0.87 0.34 0.49 94.55%
Support vector machine 0.92 0.24 0.38 91.00%

From the results represented in Table 3, it is clear that each model has its own
advantages with the SVM being better at predicting whenever there is a machine failure,
while the GB excels at reducing the number of false alarms. Therefore, if maintenance
activities use few resources to check whenever a machine has truly failed and undetected
machine failures could lead to major repercussions, the SVM is the recommended option.
However, in case there is a higher need to reduce the number of false alarms, then the
GB is ideal.

Table 4 and Fig. 3 present the GB and SVM confusion matrixes and actual/predicted
values, respectively. Figure 3 only presents 200 samples out of the 2000 of the testing data
due to space limitations and to better demonstrate the obtained results. It is noteworthy
that there is a trade-off between correctly predicting a machine failure and giving false
alarms, with the GB having 3 more unsuccessful machine failure predictions than the
SVM, but having 74 fewer false alarms.

It is worth noting that another work, available in [7] used the same dataset as in the
present paper to validate the application of a bagged trees ensemble classifier. However,
due to a lack of good practices, such as using the whole dataset for training and testing,
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Table 4. Gradient boosting and support vector machine confusion matrix

Predicted Actual
Failure Non-failure
Gradiente boosting Failure 53 101
Non-failure 8 1838
Support vector machine Failure 56 175
Non-failure 5 1764
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Fig. 3. Actual values and their respective predicted values from the gradient boosting and support
vector machine models (200 samples out of 2000 of the testing data)

instead of dividing a part of the dataset for training and another for testing, said work
was not used to compare to the models present in this paper. Nevertheless, it is worth
noting that even though the other work inflated their obtained results due to overfitting,
the present paper still achieved a better recall score of 0.92 when compared to theirs of
0.71.

6 Conclusions

Predictive maintenance strategies have become essential for the manufacturing sector, as
it allows maintenances to be conducted only when it’s really necessary. These strategies
not only reduce unnecessary maintenance costs but also help maintain high product
quality.

Accordingly, the methodology proposed in the present paper focuses on implement-
ing and exploring a novel training methodology for machine learning models, more
precisely a GB and a SVM models, for PAM problems. In addition, it proposes an
automatic hyperparameter optimization approach for the implemented models.

The results obtained, using a synthetic dataset for PAM, show the robustness of the
proposed methodology in dealing with unbalanced datasets. The best GB model created
achieved a recall of 0.87, a precision of 0.34 leading to an fl-score of 0.49, and an
accuracy of 94.55%. In turn, the best SVM model accomplished a recall of 0.92, a
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precision of 0.24, thus an f1-score of 0.38, and an accuracy of 91.00%, demonstrating
that the GB is better at reducing false positives but has worse performance at detecting
machine failures (i.e., true positives) than the SVM.

As future work, the authors will explore more machine learning models that could
further improve performance, for instance, the usage of an artificial neural network and
random forest models. Moreover, using the same dataset and methodology, a multi-class
classification problem will be explored and implemented, allowing to not only predict
when a machine will fail but also to identify the type of machine failure.
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Abstract. Meat production needs of accurate measurement of livestock
weight. In lambs, traditional scales are still used to weigh live animals,
which is a tedious process for the operators and stressful for the animal.
In this paper, we propose a method to estimate the weight of live lambs
automatically, fast, non-invasive and affordably. The system only requires
a camera like those that can be found in mobile phones. Our approach is
based on the use of a known Convolutional Neural Network architecture
(Xception) pre-trained on the ImageNet dataset. The acquired knowledge
during training is used to estimate the weight, which is known as transfer
learning. The best results are achieved with a model that receives the
image, the sex of the lamb and the height from where the image is taken.
A mean absolute error (MAE) of 0.58 kg and an R? of 0.96 were obtained,
improving on current techniques. Only one image and two values specified
by the user (sex and height) allow to estimate with a minimum error the
optimal weight of a lamb, maximising the economic profit.

1 Introduction

Intelligent systems have been applied to many fields to assist daily routines and
make them easier and faster [14]. This is also the case of animal production,
where traditional farms are optimising their production, improving animal wel-
fare and increasing their benefit [9].

There are many works in the literature that propose approaches based on the
use of intelligent techniques to assist farmers in their daily routines. So, there are
studies to analyse the behaviour of the animals to detect diseases or to achieve
a better understanding about the most influence aspects to improve the animal
welfare [2,4]. For cows, weight has been predicted with regression techniques
provided by SciKit-Learn library by using different body size measurements and
age [17]. However, most of them are focused on species like pigs or cows as it is
a more profitable industry. On the contrary, there are not so many applications
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for lambs, perhaps because they present more difficulties due to their fast move-
ments and a lower economic profit. As this economic profit is directly related
to determining the proper time for slaughter, it is crucial to identify when a
lamb has reached its optimum weight. In order to weigh animals automatically,
computer vision techniques have been employed to different species like pigs [1],
cows [15] or sheep [7].

Regarding the techniques used, most of them apply traditional computer
vision techniques like morphological operations [1,10,12,18]. More recently, Con-
volutional Neural Networks (CNN) have been also employed to estimate body
weight of pigs [16]. For sheep, image segmentation using an auto-encoder is pro-
posed in [20], achieving a R? of 0.80 for weight estimation.

Although some methods are based on the use of certain cameras like laser [21]
or thermal ones [8], most of them employ traditional cameras or depth-cameras
like Kinetic [1] or Intel® Real Sense™ [18]. It is important to notice that most
of these methods require special infrastructures to acquire the images named
walk-over weighing (WoW) systems; that is the case of the method proposed in
[19], where only 32 images of sheep are considered and they extracted different
features to predict the sheep weight by using regression methods, obtaining a
MAE of 3.099 (1.52) kg and an Adjusted R? of 0.687. For that reason, they
are not so widely adopted by farmers as they require an important investment,
specially in lamb industry [11].

This paper proposes a method for weighing lambs automatically using com-
puter vision techniques. This proposal only requires a system to acquire images
from a zenithal view, which can be a mobile phone or other electronic device. So,
the implementation cost is really reduced and can be easily adopted by farmers.
By using the proposed approach, lamb weight is estimated using a CNN that
extracts the body contour of the lamb and assesses its weight. As a result, farm-
ers can use a friendly application to determine automatically the proper time
for slaughter based on the weight of the lamb. In addition to this, as lambs do
not suffer stress since the image acquisition employs an indirect process, animal
welfare is increased. Farmers also avoid the use of traditional scales which is a
tedious and physical demanding process.

This paper is structured as follows. Section 2 explains the dataset and how it
has been acquired. Section 3 gives details of the proposed architecture and Sect. 4
shows the results obtained that validate the proposed architecture. Finally,
Sect. 5 gathers the achieved conclusions.

2 Image Acquisition and Data Preparation

Zenithal images of the Rasa Aragonesa breed lambs were taken during the exper-
iments of [18]. This breed is usually distributed in the northeast of Spain and
these farms require to maximise the number of births so as to sell more lambs
and increase the benefit. A decisive factor that affects the number of births is
the weight.

For each image, we know the sex (Male or Female), the live weight and an
identifier of the lamb. The acquired system is equipped with a 3D Intel Camera,
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which allows the acquisition of color images (RGB channels) and depth images.
Figure 1 shows the process to estimate the distance from them lamb at which the
image was taken (we name it height). Firstly, the depth image is binarized with
a threshold (900, which is the mean distance to the lamb). Secondly, a mask is
used to detect the region of the image where the lamb is (the bounding box that
comprises the body lamb). Then, the bounding box is expanded by 50 pixels and
this new area is used to crop the image and get the region of interest. Finally,
intrinsic camera parameters are used to get the relationship between a stream’s
2D and 3D coordinate systems. This process is known as deprojection, which
consists on converting pixels of two dimensions (z,y) to points of the real world
with three dimensions (x,y, z), being z the distance between the camera and
the ground. This value is converted to meters and called Height. In a simplified
and affordable acquisition system as a mobile phone, the farmer must introduce
manually the height at which the image was taken.

For this experiment, 54 lambs and a total of 2030 images were taken into
account. Figure?2 shows the distribution of the 2030 images according to its
sex (Female or Male) according to the weight of the lamb (between 13.5kg and
27.7kg) and the height of the camera (between 1.16 m and 1.55m). Some sample
images of the dataset with the weight and calculated height of the camera can
be seen in Fig. 3.

L, Height in

meters

Threshold Bounding Box l Deproject
Binarization and Border  Crop around pixel to point

the border

Depth image

Fig. 1. Scheme of the lamb’s height computation. Depth image is binarized to detect
the lamb (Bounding Box). Image is cropped with a border of 50 pixels around the
bounding box. Deprojection of pixels is used to calculate the height of the camera.

3 Proposed Architecture

In this paper, we propose the use of CNN to estimate the weight lamb from
images. Our approach consists in the use of transfer learning, which is a technique
that considers the weights of a pre-trained model as well as the extracted features
and knowledge and apply all of them to a new task. We have used the Xception [5]
architecture which has 22.9 millions of parameters and a depth of 81 layers. This
architecture has been trained on the ImageNet dataset [6] which has 3.2 million
of images and counts with a subtree category of mammals (862K of images). For
this dataset, Xception achieves an accuracy of the 79%, and a Top-5 accuracy
(which checks the top 5 predictions with the target label) of 94.5%.
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Fig. 2. Distribution of the images divided by sex (Male or Female) according to the
weight of the lamb and the height of the camera.
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Fig. 3. Image samples of the dataset for both female (left) and male (right) lambs with
their weight and calculated height.

Figure 4 shows the proposed architecture, which uses the knowledge acquired
during the training of Xception to classify ImageNet images. Fully-Connected
layers are removed and then a fully connected layer of 128 neurons and ReLu
activation is added. In addition to this, a last layer with one neuron which
estimates the weight is also included. In our approach, inputs are formed by
color images with a resolution of 240 x 424 pixels. Using CNN, features from the
images are extracted. These features are the inputs of the fully connected layer.
Besides that, two more inputs are considered: the sex of the lamb and the height
that is defined as the distance from the camera to the ground. By applying this
model a regression output is obtained that yields the lamb weight.

Let N be the number of samples, y the real weight and § the predicted weight,
there are multiple regression metrics used to evaluate results:

e R Squared (R2), also known as coefficient of determination, measures the
variability of a dependent variable. Values can go from 0 to 1, although can
be interpreted as a percentage.
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Fig. 4. Network architecture defined for weight estimation where the Xception model
trained on ImageNet is employed to extract the features from the image that are
combined with sex and height features to estimate the lamb weight
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e Mean Absolute Error (MAE) is the mean of the absolute error between the
predicted and real values.
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e Mean Squared Error (MSE) is the mean of the square error between the
predicted and real values.
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e Mean Absolute Percentage Error (MAPE) is the ratio of the mean error to
real values.
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4 Experimental Results

The goal of the following experiment is to estimate the weight of a lamb auto-
matically using an affordable system for farmers, such as a mobile phone.

The proposed architecture, explained in the previous Section, has been
trained during 50 epochs using a batch size of 16 images. The pre-trained model
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has been frozen to avoid losing the previously acquired knowledge. Adam [13] is
used as an optimizer, the learning rate is 10~%, and the loss function is MAE.
The dataset explained in Sect. 2 was split into training set (70% of the data) and
test set (30% of data).

Multiple experiments were carried out: a model with just the image as input,
a model with one additional input besides the image (sex or height) and a model
with both additional inputs (sex and height). As the height values range between
1.16 m and 1.55m, a normalisation has been done by subtracting one unit (0.16—
0.55).

Table 1 summarises all the experiments and their results. Best results were
achieved with the model that includes as inputs the image, the lamb sex and
the normalised height, getting a MAE of 0.48 kg, a MAPE of 2.22% and an R?
of 0.97 in the training set. The results of the test set provide evidence of the
generalisation of the proposed system with a MAE of 0.59kg, a MAPE of 2.84%
and an R? of 0.96.

Table 1. Results of the experiments taken with our proposed architecture.

Basic model | Model with sex | Model with height | Model with Model with sex Model with sex
normalised height | and heightZ and normalised
height

Train | MAE | 0.5877 0.4965 0.5207 0.5293 0.4817 0.4760
MSE | 1.0430 0.7708 0.8257 0.8509 0.6966 0.6664
MAPE | 2.6963 2.2979 2.4020 2.4405 2.2388 2.2174
R2 0.9534 0.9656 0.9631 0.9620 0.9689 0.9703
Test | MAE |0.7077 0.6135 0.6319 0.6681 0.6010 0.5896
MSE | 1.3692 1.0468 1.1064 1.1721 0.9610 0.9223
MAPE | 3.3696 2.9437 3.0224 3.2224 2.9108 2.8471
R2 0.9412 0.9551 0.9525 0.9497 0.9587 0.9604

These results outperform the ones obtained in [18], where the estimation
weight was applied using a depth camera, as their method yielded a MAE of
1.37kg and a R? of 0.86. Therefore, our proposal achieves better results with a
more affordable system that can be supported by a regular mobile phone. All
experiments are available in [3].

5 Conclusions

This paper proposes a deep learning model to help farmers to estimate the weight
of live lambs. The presented system can be used in devices with camera, such as
mobile phones, to take zenithal pictures of a lamb. A CNN architecture named
Xception trained on ImageNet dataset has been considered to use transfer learn-
ing. This allows to take advantage of the previous knowledge to apply it to a
regression problem, like the estimation of weight. Some external information can
be included by the mobile application, such as the sex of the lamb and the dis-
tance from the mobile phone to the ground (named height), what has improved
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the obtained results. Model evaluation achieves a MAE of 0.59 kg (which corre-
sponds with a MAPE of 2.84 %) and an R? of 0.96 on the test set. If additional
data is not included and the estimation is made just with the acquired image,
MAE is 0.71kg and R? is 0.94. Experts consider these results adequate for the
need of livestock farms in terms of accuracy, as well as the benefits of the easy
implementation as it just requires a mobile device. Another remarkable advan-
tage of the proposed method is that it reduces the human-animal interaction
which increases the animal welfare. Future work will be focused on the design of
a data-driven system to analyse in real time the weight progression of individual
lambs that can be used to detect disease or predict the most appropriate time
for slaughter.
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Abstract. Currently it is hard to develop UAV in civil environments, being sim-
ulation the best option to develop complex UAV missions with Al. To carry out
useful Al training in simulation for real-world use, it is best to do it over a similar
environment as the one a real UAV will work, with realistic objects in the scene of
interest (buildings, vehicles, structures, etc.). This work aims to detect, reconstruct,
and extract metadata from those objects. A UAV mission was developed, which
automatically detects all objects in a given area using both simulated camera and
2D LiDAR, and then performs a detailed scan of each object. Later, a reconstruct
process will create a 3D model for each one of those objects, along with a geo-
referenced information layer that contains the object information. If applied on
reality, this mission ease bringing real content to a digital twin, thus improving,
and extending the simulation capabilities. Results show great potential even with
the current budget specification sensors. Additional post-processing steps could
reduce the resulting artefacts in the export of 3D objects. Code, dataset, and details
are available on the project page: https://danielamigo.github.io/projects/soco22/.

Keywords: Object reconstruction - LIDAR-camera fusion - UAV simulation -
Object detection - AirSim

1 Introduction

Unmanned Aerial Vehicles (UAV) are powerful tools capable of autonomously capturing
the Earth at a given time. However, at present they are a technology that is neither smart
nor robust enough to operate in cities along humans and are thus considered potential
hazards. They are strongly legislated to restrict its use in habited areas [1, 2]. Eventually
this risk will disappear as UAV get smarter. For this reason, work must be pursued in
order to operate them safely around humans while performing complex and risky tasks
[3].

Software in the loop (SITL) simulation is the easiest way for develop and test complex
UAV missions with zero damage. AirSim [4] is one of the most popular UAV simulator.
Based on the popular Unreal Engine (UE4), it provides high visual and customization
capabilities, enabling to simulate sensors of the UAV such as lidar or cameras, or even
to deploy multiple UAVs at the same time for swarm interactions. AirSim is compatible
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with the highly used for Pixhawk 4 flight controller (PX4) [5]. All these features make it
perfect for testing UAV missions with Artificial Intelligence (AI) before applying them
on the real world.

A common problem in Al is introducing data into a model that is not close to the
data used in training. Using simulation, it is easy to solve this problem for real-world
deployment. If the simulated mission environment is like the real world, the data captured
by the simulated UAV will be similar too and therefore good for Al training a model
that aims to perform in reality [6]. It is possible to fly over photorealistic environments
on AirSim, but those won’t be as real environments. Ideally, the environment should be
a digital representation of your own real environment, a digital twin. Creating them is a
very complex and hard task [7]. It should recreate all static objects and habitual patterns
of dynamics actors, such as people, vehicles, or animals. To generate digital twins of
any location in the world the only feasible option is automatization using huge amounts
of geolocated data.

This work is a further step of [8] and [9], where we detected a specific object and
geolocate it to enhance a digital twin. Now using simulation, we first create data with an
autonomous flight mission but also automatically create 3D representations of any envi-
ronment object using only UAVs. With it, a further process can automatically add those
objects on the digital twin, improving it for future simulation applications. The proposal
tests realistic sensing using low-cost 2D LiDAR and an HD FPV camera. LiDAR sensor
is used first to gather information of all the objects in a specific area. The UAV will then
use its on-board capabilities to identify them and design a customized mission for each
object detected, scanning it in detail with both sensors. After the flight, the 3D object
reconstruction process fuses both sensors by coloring each LiDAR detection using the
camera data and clean the data to get the object. Finally, it transforms the final point
cloud into a 3D object. The knowledge extracted of each object (position, height and the
other metadata as the object type generated by image and point cloud classifiers) is also
stored in a GIS format for other future uses.

The results obtained are promising. The mission gathering component works as
expected, perfectly identifying all objects in the mission, and performing a close and
custom scanning for each object with both sensors. The 3D object reconstruction com-
ponent results are good but could be improved with further post-processes or fusion with
other algorithms. In any case, the proposed mission automatically successfully solves
an existing problem, easing the generation of digital twins. In conclusion, it has been
exemplified how a UAVs work designed in this simulation framework can be successfully
developed, reducing the friction when performing it in real drones.

2 Related Works

This section briefly introduces several studies of other researchers regarding the 3D
object reconstruction and of its detection using both point clouds and imagery.
Although there are many sensors [10], not all of them are suitable for use in current
UAVs due to their size or weight. Object reconstruction can be performed only using
camera data with algorithms as Structure from Motion (SfM). Its visual result is good, but
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the geometry is not reliable. It can also be done by LiDAR, generating precise geometry
but lacking color or texture. Many researchers use drones for large areas reconstruction,
but not specifically for object reconstruction. For example, [11] uses LiDAR to precisely
map an excavated surface. With this approach no objects are scanned in detail, only a
global view, so it is not ideal for digital twins [12]. [13] proposal is the only one found
attempting to reconstruct a specific object with a UAV mission. They use a camera and
SfM to reconstruct.

Although camera and LiDAR can work separately, it is typical they are fused for
these tasks as they have high synergy. The image contains a lot of information with
high detail and color, while the LiIDAR is composed of lots of individual measurements,
highly detailed in shape, but colorless. For example, [14] uses the point cloud from a
Terrestrial Laser Scanning to improve the geometry of the point cloud obtained from
SfM with a drone flight, obtaining very good results.

Despite the approach or the sensor, the goal is to generate only a 3D representation
of an object, so it requires segmentation algorithms for discarding the information that
does not belong to the object, as the floor, walls, or other objects. This task can be
performed before the main reconstruction, by removing junk information from each raw
data, or after generating the 3D point cloud, by detecting specific point cloud points not
belonging to the object.

On the other hand, our proposal aims to detect objects in real time and at the end
classify them in order to generate additional metadata. The object detection problem is a
common task when dealing with point clouds. Clustering and segmentation algorithms
can easily discriminate and group them to achieve the desired solution. The object
classification approaches use deep learning to train convolutional networks for detecting
patterns in images or point clouds relating a specific class. There are few researches,
such as [15], that try to combine both in the same procedure. Image-based solutions are
widely studied whereas the 3D solutions are relatively unexplored.
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Fig. 1. Simulation framework interconnection diagram

3 Simulation Framework

Several components need to be combined in order to make this realistic simulation work
correctly. This section explains the key aspects of each component and its logical con-
nection with the others. A diagram illustrating the interactions between all components
is provided on Fig. 1.
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First, it is needed to define the mission to perform; what will the UAV do, with which
sensors and where. A JSON file defining the drones’ characteristics must be provided
to AirSim, the central element of the framework. The UAV mission is designed as fully
autonomous, simulating a UAV on-board processor that receives all sensors data and send
to the flight controller the movements commands when needed, according to the mission
stage. The mission process needs to connect both with AirSim to retrieve sensors data
capturing the Unreal Engine environment at a specific time and place, and with MAVSDK
library to communicate with PX4, to send those custom movement commands but also
to receive telemetry updates to make onboard missions adjustments.

Furthermore, we have the UE4 environment, built around the Cesium plugin for
Unreal. It adds a digital twin of the whole Earth, with its texture formed by satellite
images and a global elevation model. It also adds a global coordinate system allowing
to match the PX4 coordinates with the digital twin, making it possible to simulate UAV
flights over real locations on the Cesium virtual Earth. Note that it is only a template, it
does not bring the actual objects and dynamic behaviors into the simulator by default.

4 Proposed Process

This section introduces the process to automatically detect and reconstruct 3D objects
using LiDAR and camera fusion onboard of a UAV. The process is composed by two main
blocks. The first, detailed in Fig. 2, performs a completely autonomous UAV mission
first detecting all objects in a specific area and then performing a custom mission to scan
in detail each object. Then, detailed on Fig. 4, an offline process creates the 3D mesh
by colorizing the LiIDAR point cloud and discarding all points which are not part of the
object. The output is the mentioned 3D mesh of each object but also a GIS layer with
object metadata.

The mission parameters must be defined manually, both drone settings with the
JSON file explained earlier and the parameters of the algorithms to adjust the mission
operation. It also requires the area where to scan for objects.

An illustration of the data gathering component is provided in Fig. 3. The first step is
to connect with AirSim and MAVSDK, and then to take-off. Once it is done, the mission
starts, flying directly to the input area at constant altitude. When the UAV arrives at
that position, it starts its sensors and starts the first part of the data gathering mission.
It performs a sweep capturing all possible objects within the orbit with both LiDAR
and camera. Then, the data is processed onboard to identify the objects placement and
dimensions.

After this initial sweep, the process performs a LiDAR points analysis. First it merges
all point clouds into one and applies the RANSAC algorithm to discard the floor points
from the rest. Then, a DBSCAN algorithm is applied to cluster the point cloud in groups,
identifying how many objects are and to know its positioning and dimensions. Using
each group point cloud the process can design and perform a custom orbit around the
object, from top to bottom, so both sensors capture it perfectly. Once the UAV performs
the last orbit almost hitting the ground, it comes back to the origin point following the
same initial path.
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After all data is captured and the UAV is back, the 3D object reconstruction process
is performed. The process gets each capture data at a specific time: a trio formed by the
camera snapshot, LIDAR points and the UAV’s position and rotation matrix. The aim is
to project each one of those LiDAR points into the camera snapshot, obtaining a RGB
color for the LiDAR point. To do that, the LiDAR tridimensional point is transformed
to the camera coordinate system, and then inserted on the snapshot, using the intrinsic

camera parameters.

With all LiDAR points colorized, the next step merges all of them into one point
cloud. As done onboard, this detailed point cloud has noise. To discard those non-desired
points, it performs first RANSAC algorithm to remove the floor and then DBSCAN to
remove other points not from this object.
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Fig. 4. Reconstruction process

Finally, the process applies the Poisson Surface Reconstruction algorithm to
transform the final colorized point cloud it to a final 3D mesh.

The process at the end also generates a GIS layer with metadata for further uses.
Specifically, it adds the object positioning, dimensions, and orientation. It also contains
the object type, a useful attribute for all kinds of future processes. It is calculated by
applying two classifiers, one image-based, applied to all the snapshots captured during
the detailed scan, based on VGG16 and trained with MicrolmageNet dataset. The other is
a 3D mesh classifier to classify the final 3D object. The classifier is based on PointNet++
[16] and trained with CAD data from ModelNet40 [17]. If both classifiers conclude the
object class is the same, that value is added.

5 Demonstration and Evaluation

To demonstrate the potential of the developed system, an example mission of the whole
process using the presented simulation framework is performed. It contains three objects
in the same area: a sculpture, a building, and a car. They are separated from each other
for around 10 m, as illustrated on Fig. 6(a) and Fig. 7. Those will be detected using
the sensors illustrated at Fig. 5. They have the following characteristics: The camera
(represented in blue) has 1920 x 1080 resolution, 120° horizontal FOV and it is placed
as aFPV view, and the 2D LiDAR (represented in green): 10 rotations per second, 30.000
points per second, 165° FOV.

1080px
1920px

Fig. 5. LiDAR (green) and camera (blue) installed on AirSim’s UAV
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First, the drone performs the object detection, going to the specified position, and
making an orbit with a radius of 30 m, obtaining Fig. 6(b) colorized LiDAR point
cloud. Then, the point cloud is processed as explained, obtaining three clusters shown
in Fig. 6(c). It is noteworthy that the building is not completely detected, which could
lead to an inaccurate scanning mission design.

After it, the specific scans are performed with orbits at constant altitude, starting
from its height and with one meter spacing between them.

(a) Environment image (b LiDAR pointlou (c) Segmented point cloud

Fig. 6. Data gathering object detection example

v TypeObject car
Orbit center and radius » (Derived)
@ Drone start position » (Actions)
B car @ carorbit id 0
Sculpture Sculpture orbit i
B Building @ Building orbit Height 2.011823000000000
> Altitude 900.004000000000019
Yaw 14.420000000000000
Pitch 0
Roll 0

TypeObject car

ImAsBuildi 0.12222

ImAsCar 1.000000000000000
ImAsSculpt 0.02

3DAsBuildi 0.02

3DAsCar 0.67545165
3DAsSculpt 0.02

Fig. 7. Orbits and detected objects in GIS (left). Metadata of car GIS layer (right)

The results for each object are illustrated at Fig. 8. A visual analysis reveals gaps in
the rows of 2D LiDAR points, which may cause trouble to the mesh generation algorithm.
Also, in (c) it is noticeable how the meshes are illumination-dependent, as the car’s front
has sunlight reflected in the snapshots which is then transferred to the 3D model. In
(e) it is observed that LiDAR data is missing in the chimney, although it is fairly well
solved in (f). In contrast, in the roof behind the stairs, Poisson Surface Reconstruction
generates a kind of imaginary bubble. The same happens in (i). Finally, the bottom of all
3D models is less detailed. This may be justified by the rough cropping of the ground,
causing the scan mission not to perform lower orbits.
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(a) Original object

(b) Segmented point cloud

(d) Original object

(g) Original object (h) Colorized point cloud (1) Reconstructed 3D mesh

Fig. 8. Demonstration 3D mesh generation

6 Conclusions and Perspectives

This work proves the potential of designing autonomous drone missions using a realistic
simulation framework, which can facilitate the development of complex tasks with Al
prior to their actual operation.

The data gathering components work well, detecting and performing a scanning
mission using only onboard processing. However, the proposed solution is still at an
early stage, and for actual deployment it should be more robust, for example avoiding
obstacles during the mission or considering complex cases as whether the object is close
to a wall, denying the drone the acquisition of data in such a perspective.
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In addition, the proposed 3D reconstruction process works well but improvements
are possible. Further work will be applied to quantify the results with different metrics
for this colorizing LiDAR points approach. It should also be compared with alternatives
such as SfM or deep learning approaches such as NERF, the best quality results may
be obtained by combining several of them. Anyway, this way is a good alternative, as it
requires low computational resources.

Other future developments must be seeking for a more robust object type classifier.
Also, in using the object type in the 3D mesh generation, maybe as a post-processing.
Lastly, to incorporate the 3d meshes automatically into the digital twin.
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Abstract. To achieve the prediction of SO,(¢r + 1) concentration values in the
area of the Bay of Algeciras, Autoencoders (AE) and Sparse Autoencoders (SAE)
have been applied to analyse air quality in this complex zone. A three-year hourly
database of air pollutants, meteorological and vessel data were used to test different
prediction scenarios. The data were divided into disjoint quartiles (Q1-Q4). AE
models are better performed in the medium values (quartiles Q2 and Q3) and SAE
models produce equivalent results in low and high values (Q1 and Q4). The results
show that AE layers can be stacked to configure a more complex network with
different levels of the sparsity of dimensions, together with a final supervised layer
for the prediction of the index of the SO level (quartiles Q1-Q4).

Keywords: Autoencoders - Air pollution forecasting - Sulphur dioxide -
Unsupervised learning

1 Introduction

The last international MED ports conference celebrated on 28™ April in The Algeciras
Bay Port Authority, focused its attention on green ports. This new green development is
the main motivation for this study which is carried out in the Bay of Algeciras (South of
Spain), the most important port zone in Andalusia and the fourth in Europe. Algeciras
port moves more than 1 million tons of goods every year since 2017 and is located in
a peculiar zone. In this area, co-exist industries, roads, and the Gibraltar airport which,
together with the port, contribute to a very complex air pollution scenario. This study is a
continuation of other studies related to air quality in the Bay of Algeciras, together with
the use of sensors and other exogenous information such as meteorological information
[1-4]. The most relevant variables are obtained in [1] to estimate hourly concentrations
of other pollutants in the Bay of Algeciras. This research can be useful to determine
similar estimations of SO, pollutant in the same area of study. An in-depth analysis
is presented in [2] comparing different filter ranking techniques which are applied to
estimate air pollution in the Bay of Algeciras.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Using Machine Learning methods, in [3] authors propose an Air Quality Index (AQI)
by means of a two-step forecasting approach to obtain eight hours ahead of future values.

Besides, in [4] SO, concentrations in two different monitoring stations are compared
to get knowledge about the influence of the port of Algeciras.

In recent years, there are also several studies where Deep Learning (DL) techniques
have been used in other locations and scenarios to analyse air quality [5-9].

The use of deep learning in the study [5], attempted to develop air pollution
architectures to predict future results.

Spatiotemporal correlation is proposed in [6] using deep learning methods and the
use of stacked autoencoder (SAE) obtained intrinsic features which could predict simul-
taneously the air quality of all stations in industrialised areas. The use of bidirectional
long-term memory (Bi-LSTM) together with autoencoder layer can improve the predic-
tion accuracy of pollutant concentrations [7]. In [8] a review about how deep learning
can be applied to air quality forecast introduces all the architecture of deep networks
(e.g., convolutional neural networks, recurrent neural networks, long short-term mem-
ory neural networks, and spatiotemporal deep networks). An interesting application of
a autoencoder model is presented in [9] to forecast pollution.

There is no work where autoencoders have been used in this area of study. Thus, one
of the objectives is to test the efficiency of autoencoders for use in air quality prediction
and, particularly, in this complex scenario.

Deep Learning (DL) is a part of machine learning where there are a massive number
of connections that allow other ways of learning the correspondences between inputs
and outputs to be designed and which has received a great deal of interest in recent years
among academics and industry [10, 11].

In this paper, we propose a deep learning-based method for SO, prediction. We
use a stacked autoencoder (AE) to build a spatiotemporal prediction framework, which
considers variable relations of the dataset in the modeling process. This model approach
can predict the SO, values in Algeciras (Spain) and shows the accuracy of the process.

An autoencoder is a neural network that attempts to replicate its input at its output.
Thus, the dimension of its input will be the same as the dimension of its output. When the
number of neurons in the hidden layer is less than the size of the input, the autoencoder
learns a compressed representation of the input. The scheme of a stacked autoencoder
model is deeply explained in [12] and the authors used it to predict air quality. They
compared the different prediction results with the Air Quality Index (AQI) in several
locations, confirming that the predicted values of pollutants showed similar patterns.

This paper is organized as follows. The database is given in Sect. 2. The methodology
is presented in Sect. 3. The results are conducted in Sect. 4. Finally, some conclusions
are shown in Sect. 5.

2 Database

This study is located in The Bay of Algeciras. The database is formed from data kindly
provided by the Andalusian Government, which has several sensors in this area (see
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Fig. 1). Besides, a vessel database has been kindly provided by the Algeciras Bay Port
Authority. The variables are meteorological, different air pollutants, and vessel data
recorded hourly during the three-year period from 1st January 2017, to 31st December
2019 containing 26280 hourly records of 131 variables.

The first step was the preprocessing of the data as well as the separation into quartiles
(Q1-Q4). The distribution of the quartiles from the cumulative probabilities that divided
data in 0.25, 0.5, 0.75, resulting the intervals [0, 0.25), [0.25, 0.5), [0.5, 0.75), [0.75, 1].

Table 1 shows the used variables and their monitoring stations where they are mea-
sured. One of the most interesting variable could be the time series of vessels. Port
Authority gives us a complete database of vessels that are located in the Bay of Alge-
ciras. The Port of Algeciras records around 100.000 vessels per year. In this work, we
have transformed this database into a time series of gross tons per hour (GT/h). This
time series consists of considerable huge figures that had to be standardized along with
the rest of the variables.

The SO, data from the Algeciras station (1) were predicted using all the meteoro-
logical variables and the rest of the air pollutants (see Table 1) (NOy, CO, PM, etc.) in
the rest of the stations (15) in the region of the Bay of Algeciras, located in the Strait
of Gibraltar, which suffers very singular meteorological conditions and an area where
numerous chemical industries are concentrated, the port of Algeciras with its important
maritime traffic and the airport of Gibraltar as important sources of SO,. The data are
arranged in an autoregressive way to be able to predict the next SO, (¢ + 1) value based
on the current values (at time ¢) of all variables.

Fig. 1. Location of the monitoring stations (m.s.). [1-16 pollutant m.s.; W1-W5 weather m.s.]
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Table 1. Variables of the study and their monitoring stations.

Variables Units Stations

Pollutants’ n g/m3 1-16

Meteorologica12 Various WI1-W5

Vessels GT/h Port Authority database

Ipollutants: SO,, NOy, NOy, PM, 5, PMjg, CO, O3, Toluene, Benzene, Ethylbenzene.
2Meteorological variables: wind speed (km/h), wind direction (Degrees), solar radiation (W/m2),
relative humidity (%), atmospheric pressure (hPa), temperature (T), rainfall (1/m2).

3 Methodology

Autoencoders (AEs) are neural networks whose goal is to replicate the system’s input
data to the output with as little distortion as possible. AEs play an important role in
machine learning. They were first introduced in the 1980s by Hinton and the PDP group
to address the problem of “unsupervised backpropagation” [13], using the input data as
“supervision”. AEs form one of the fundamental paradigms for unsupervised learning
in which synaptic changes introduced by local events can be coordinated in a self-
organising way to produce global learning and interesting behaviour [14]. In the hidden
layer of AE, a mapping of input features takes place. The corresponding encoding of the
data is obtained at the output of the hidden layer, distinguishing two possible situations:
if the number of hidden neurons (nhiddens (NH)) is smaller than the dimension (D) of
the input data NH < D, a compressed code of the data will result; while if NH > D, a
sparse representation of the data is obtained [15, 16].

Autoencoders could be considered as simple multilayer networks trained in an unsu-
pervised way, where the dimension of the input data matches with that of the output
data. In other words, an autoencoder achieves a “mirror” representation from the input
to the output of its network. One of the most important issues is that the autoencoder
learns in its intermediate layer a representation of the input data on an of the input data
in a different dimensional space.

This work consists of analysing the results of a Sparse Autoencoder (SAE) machine
and comparing them with those obtained by AE machines. We will observe that the
former are capable of extracting certain characteristics from the input data set, while
the AE are not, although both can reproduce the input at the output of the network. For
this purpose, we will train both networks (AE and SAE) independently until we reach a
minimum value of the error function for the validation dataset.

In this work, a configuration based on 2 layers of autoencoders has been used,
which are then stacked in series (stacked AE) together with a last supervised layer that
allows predicting the quartile of the SO level of pollution. The experimental process we
have followed in this study consists first of a pre-processing phase of the data. For this
purpose, missing values from the different time series of pollutant concentrations and
meteorological variables have been imputed. The time series of ships in the Bay has been
transformed to GT/h (Gross Tons per hour) because it was a recorded data of entries
and exits of ships in the Bay. Subsequently, all the variables have been normalised
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Fig. 2. Autoencoder/Sparse autoencoder scheme. Training stage.
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from a statistical point of view. Once the information had been pre-processed, two
autoencoders were trained, one of dimension NH1 and the other of dimension NH2.
The two autoencoders were joined together in a stacked autoencoder as shown in Fig. 2,
which illustrates the design or training phase. Once the autoencoders are trained (to
reproduce the input at the output), they are used in the test phase as shown in Fig. 3,
where an additional layer is included to learn the desired output, which in this case is

the future value

“Data

Inputs  y

of the signal.

Input layer

[ [rommeens | )

Hidden layers

Output
y(E+1)

Fig. 3. Autoencoder/Sparse autoencoder scheme. Test stage.



46 M. I. Rodriguez-Garcia et al.

Table 2. Multi-class confusion matrix (C(i.j)).

Quartile/class Real class

Predicted class 1 C(,1) C(1,2) C(1,3) C(1,4)
2 C(2,1) C(2,2) C(2,3) C(2,4)
3 C(@3,1) C(@3,2) C(3,3) C(3.4)
4 C@4,1) C4,2) C4,3) C4.4)
Quartile/class 1 2 3 4

Table 3. Equivalent multi-class confusion matrix.

Real class
Predicted class TP = C(i,i); FP = sum(C(i,:)) — C(i,i);
FN = sum(C(:,i)) — C(i,1); TN = sum(sum(C)) — (TP + FP + EN);

TP + TN

Accuracy = (D
TP+ TN + FP 4+ FN
. TP
Precision = ———— 2)
TP + FP
Sensitivi i 3)
ens = —
VY = TP T EN
Specificity = — @
pecificity = = P

4 Results

An experimental procedure based on a grid search has been used in this work in order to
calculate different measurements of the quality of the prediction approach. Confusion
matrix was computed for each model (with different configuration of NH1 and NH2
parameters). The multi-class confusion matrix with dimension 4 x 4 (Table 2) was
transformed into an equivalent confusion matrix 2 x 2 (Table 3) used to calculate the well-
known classification measurements (i.e. sensitivity, specificity, accuracy, and precision,
see Eqgs. (1)—(4)). Also, the Euclidean distance to a perfect classifier ((1,1,1,1)-classifier
with sensitivity, specificity, accuracy, and precision equal to 1) were computed (d_1).
The procedure is repeated 20 times to assure the independence of the results, and to
be able to test the existence of different groups of models using a multiple comparison
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test such as the Friedman test together with a post-hoc test such as Bonferroni. The
mean values are shown in Table 4. The results collected in Table 4 comes from using
the year 2019 as a test set and the years 2017-2018 as training set. A Multiple Linear
Regression (MLR) has been computed as a benchmark method. The set of tested models
has been compared using a multiple comparison test. The Bonferroni test allows us to
select groups of models that are statistically different and choose the best model (i.e.
the simplest within a group) in this case, for each quartile. The use of Bonferroni test is
applied in many fields to discover groups of equivalent models [17].

On the other hand, hyperparameters of the Stacked AE were settled down through
another grid search: L2 regulariser for the weights of the network (and not the biases), a
Sparsity Regularization, and a Sparsity Proportionl. The values for the first autoencoder
were (0.004, 4, 0.15), and for the second autoencoder were (0.002, 4,0.1).

The original vectors in the training data have 130 dimensions. After passing them
through the first autoencoder, this was transformed to NH1 dimensions. After using
the second autoencoder, this was transformed again to NH2 dimensions. After we have
trained a final supervised layer to classify these NH2-dimensional vectors into the dif-
ferent 4 pattern classes (Q1-Q4) from lower SO, concentration values (Q1) to higher
SO, concentration values (Q4).

After training the first autoencoder, we have trained the second autoencoder. The
main difference is that we use the features that were generated from the first autoencoder
as the training data in the second autoencoder. Also, we have decreased the size of the
hidden representation to NH2, so that the autoencoder in the second autoencoder learns
an even smaller representation of the input data.

After executing the planned experimental procedure, it has been found that in general
the non-Sparse configurations produce better results in the prediction of the studied air
pollution index than the Sparse configurations of the AE stacker.

In Table 4, the best configurations (best models) for each of the classes analyzed in
terms of sensitivity, specificity, accuracy, and precision are marked in bold. Actually,
the configurations marked in bold are results from a Bonferroni test, using the index
d_1. The lowest distance values of d_1 are the best models. Friedman test is the non-
parametric version of the ANOVA-test method for data not following a normal statistical
distribution. Therefore, these configurations are significantly different models from sta-
tistical multiple comparisons using a post-hoc Bonferroni-test. In case there is a group
of models that are not significantly different, i.e. statistically equivalent, we can select
the simplest model within that group (Ockham’s razor criterion). In Table 4, in the case
of the Q1 quartile, there is a group with at least 3 equivalent models and although the
model with the best indices is the 500 neuron model, the simplest model of 75 neurons
has been selected as the best model.

Additionally, it is observed that the best indexes are obtained in classes 1 and 4 (the
fourth quartile (Q4) is the highest level concentrations). It is worth mentioning that in
the case of quartiles Q1-Q3 the best configurations are non-sparse autoencoders (AE).
On the contrary, in the case of quartile Q4, the best model is a sparse autoencoder (SAE).



48 M. I. Rodriguez-Garcia et al.

Table 4. Classification results for each quartile (Q1-Q4). NH1 = {50, 75, 200, 500} and NH2 =
{5, 10, 50, 150}.

Quartile/class | MLR | Neurons Sensitivity | Specificity | Accuracy | Precision |d_1
NHI |NH2

Q1 MLR |- 0.870 0.656 0.709 0.457 0.716
50 5 10.889 0.883 0.886 0.868 0.238
75 50 0.897 0.884 0.890 0.869 0.231
200 5 ]0.887 0.888 0.888 0.875 0.231
500 | 150 |0.886 0.896 0.891 0.885 0.221

Q2 MLR |- 0.161 0.754 0.581 0.176 1.271
50 5 10.498 0.900 0.799 0.622 0.667
75 5 10.534 0.904 0.816 0.630 0.630
200 5 10.495 0.894 0.798 0.597 0.686
500 50 10.423 0.898 0.753 0.645 0.728

Q3 MLR |- 0.136 0.755 0.575 0.146 1.309
50 10 ]0.543 0.897 0.825 0.575 0.657
75 5 10.577 0.896 0.836 0.564 0.638
200 5 10544 0.889 0.824 0.534 0.684
500 50 10.492 0.883 0.804 0.518 0.736

Q4 MLR |- 0.132 0.834 0.633 0.161 1.272
50 10 |0.711 0.929 0.908 0.516 0.575
75 5 10.667 0.940 0.908 0.603 0.529
200 150 |0.671 0.945 0.911 0.637 0.501
500 |150 |0.710 0.936 0912 0.566 0.534

5 Conclusions

In this work, a prediction approach based on autoencoders (AE and SAE) has been
presented. The model’s results have been compared in terms of sensitivity, specificity,
accuracy, and precision, and the distance to a perfect classifier (1,1,1,1) using Bonferroni
and Friedman comparison tests. We applied the models to hourly air quality data (SO,)
from Algeciras station (Spain) in the function of other pollutants and meteorological
variables recorded in the area of the Bay of Algeciras. SO, future concentrations were
predicted using different values of hyperparameters and different architectures of stacked
autoencoders. The proposed models effectively predicted SO, concentrations, with non-
sparse AE models showing slightly better performance in the lower values (quartiles
Q1-Q3) and SAE models producing equivalent results in quartile Q4 (high values).
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With our forecasting approach, it is possible to give reliable SO, prediction information
for the Q1 and Q4 classes. Future works will address in using LSTM networks combined
with AS/SAE to improve forecasting results.

Acknowledgements. This work is part of the research project RT12018-098160-B-100 supported
by ‘MICINN’ Programa Estatal de I+D+i Orientada a ‘Los Retos de la Sociedad’. Data used in
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Abstract. Scheduling forecasting activities and improving the forecasting accu-
racy is important to deliver energy efficiency to the customers. However, it is also
important to reduce the computational effort dedicated to these forecasting activi-
ties to ensure more effective environment sustainability. This paper proposes two
forecasting algorithms known as artificial neural networks and k-nearest neigh-
bors to anticipate energy patterns of a building monitoring data from five-to-five
minutes. Using a case study with an annual historic and one week test, different
scenarios are defined to test the forecasting activities with both higher and lower
computational effort. It is achieved to ensure energy predictions with above rea-
sonable accuracies evaluations while decreasing the computational effort, and the
respective energy consumption, dedicated to forecasting activities.

Keywords: Computational effort - Electricity consumption - Environment
sustainability - Forecasting algorithms

1 Introduction

Forecasting activities are essential in the energy sector to predict consumption pat-
terns with uncertainty behaviors [1]. These activities should be integrated in demand
response programs to convince consumers to reduce the power consumption during
peaks events [2]. Therefore, improving the accuracy of forecasting models is essential
to avoid demand response issues. However, this improvement has the disadvantage of
requiring more energy spent to compute these forecasting activities. With this in mind,
it is important to define a balance between the forecasting accuracy improvement and
the energy effort required to compute the forecasting activities. The forecasting accu-
racy of some classic models have been compared to a hybrid model that uses feature
selection techniques and a dataset decrease strategy. These two abilities decrease the
forecasting speed of the hybrid model, therefore displaying a better performance than
the other classic models [3]. An optimization model determines optimal prices according
to the stakeholders’ objectives using a decision-making criterion with economic, social
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and environmental levels [4]. Smart grid is a concept related with the advancements
in the electrical grid accommodating automated and intelligent decisions for optimized
operation. Smart grids technology may be integrated in demand response programs to
reduce consumption power during peak events. Forecasting activities are also useful on
this demand response issue, for example artificial neural network are very effective on
anticipating uncertainty prices variations. This supports decision makers to plan better
which schedules should consumers be convinced to reduce their power consumption to
avoid peak events [5]. Computing devices may be integrated on the green computing
area relying on the idea that these should decrease the environment impact and con-
tribute for the formation of smart environments [6]. Green computing is crucial due
to IT technologies causing a lot of environment impact while spending unnecessary
amounts of energy power. Therefore, solutions to minimize the energy costs and to
improve the energy efficiency are required in the green computing area [7]. The network
devices play a crucial role in the environment protection, thus the cloud computing field
is a promising way to achieve the green computing goals [8]. Smart grids technologies
integration with green computing is very important to assure the energy optimization
guaranteeing more effective and efficient management operations. This integration has
also the advantage of decreasing the greenhouse emissions, thus ensuring environment
protection [9]. One example is the estimation of future energy events in residential house-
holds equipped with green energy sources namely solar and electricity energy [10]. The
energy management of datacenters equipped with green computing devices is another
example with two primary objectives: to improve the energy efficiency and to decrease
the power consumption during demand response peak events [11]. To accomplish these
goals, it is crucial to maximize the usage of green energy sources and to decrease the
energy costs [12]. The energy efficiency of buildings may be improved with the support
of suitable algorithms used for forecasting activities. The authors of this paper used on
previous publications two forecasting algorithms known as artificial neural networks
and k-nearest neighbors to reach effective energy power predictions [13—15]. However,
these publications do not incorporate the benefit of green computing on decreasing the
computational effort during forecasting activities. Actually, this is a more recent topic
that the authors of this paper researched recently, exploring why decreasing the com-
putational effort spent in forecasting tasks is important in the green computing domain.
The authors of this paper also added planned scenarios intended on decreasing the size
of the historic and target data for forecasting tasks [16]. Similarly to what has been
done in recent publications previously indicated, this paper proposes two forecasting
algorithms known as artificial neural networks and k-nearest neighbors. This paper also
incorporates one strategy planned recently on the green computing research to decrease
the computational effort in forecasting activities while predicting a week on a single run
with five minutes periods or hour schedules.

After presenting all the aspects of this introduction, a methodology is proposed in
Sect. 2, followed by the case study and results presented in Sect. 3, finally the main
conclusions are explained in Sect. 4.
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2 Methodology

This section describes the different phases involved in the proposed methodology includ-
ing the data transformations, CPU training and forecasting and a performance evaluation
that studies the forecasting error and the total energy cost spent. The methodology is
illustrated in Fig. 1.

Real-Time
Data

Data transformations

—, - | Activity hours filtering I
Historic = -
dataset I Period conversion |

[ Outliers correction |

l Reduced dataset

CPU training
| Artificial neural networks training |

I K-nearest neighbors training I

CPU forecast
I Artificial neural networks forecast I

[ K-nearest neighbors forecast |

v

Performance evaluation

| Forecasting errors

I Total energy cost

Fig. 1. Proposed methodology for data simplification and forecasting activities.

This historic dataset contains consumption and sensors data in different five minutes
periods. This data is monitored from installed IoT devices in an electrical building. The
selected sensors are CO, and light presence presenting the latter logic values between
0 and 1 evidencing respectively whether there is no light activity in the building or if
there is instead light activity in at least a part of the building. Data transformations are
applied to the historic dataset to reduce the computational effort during later forecasting
activities. These transformations start by filtering the consumptions during activity hours
between 11 a.m. and 6 p.m from Monday to Friday. The five minutes consumptions and
sensors data may be reformulated to hour schedules during a period conversion thus
decreasing the computational effort during later forecasting activities even further. The
transaction of five minutes to hour schedules involves average consumption and sensor
calculations of twelve five minutes observations in each hour.

The outliers correction reformulates the consumption and sensors behaviors cor-
responding to detected outliers for the new context. Outliers are detected for the new
context due to inconsistence values compared to other values in other periods. These
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mistakes may occur for example due to wrong devices reading or inconsistence scale con-
versions to hour schedules. The outliers detection use the average and standard deviation
calculation.

An outlier algorithm detects mistaken consumption values through a careful con-
sumption analysis. This assumes that outlier consumptions correspond to values higher
or equal to the average consumption plus an error factor times the standard deviation
or to values lower or equal to the average consumption minus an error factor times the
standard deviation. The detection of each outlier consumption is followed by a correction
featuring an average between the previous and following consumption.

The rules of the filtering and simplification of data procedure apply for the historic
dataset and for the real-time data as well. The obtained reduced version of data is sent
to a training procedure that trains an annual historic of consumptions and sensors with
the CPU processing unit effort and the artificial neural network and k-nearest neighbors
algorithms. A following forecasting procedure uses the CPU processing unit to forecast
all the consumptions in a single run for all periods of an entire week either in five minutes
or hour schedules with the support of artificial neural network and k-nearest neighbors
algorithms. The training and forecasting activities may either be performed sequentially
or train the data for each forecasting algorithm and save it in the disk storage to load
it later in RAM during forecasting activities. The artificial neural networks model is
composed by an input layer with twelve neurons, two sequential hidden layers with
thirty-two neurons, and an output layer with one neuron. The neurons from each layer
are connected to the neurons of the following layer through weights. Moreover, the
input layer is responsible to send to the hidden layers ten sequential consumption inputs
and the values of the selected sensors preceding the forecasted period and separated in
five minutes or hour schedules, processing the information with the rectified linear unit
activation function. The information is also processed from the hidden layers to the output
layer which takes only a neuron to calculate the forecast consumption. This algorithm
uses a small learning rate assigned to 0.001 for a rigorous search intended to minimize
the forecasting error. The artificial neural networks model is trained with two hundred
epochs and added with an early stopping procedure that automatically stops the training
model if no improvements are found. The procedure use is justified by the need to avoid
the overfitting of data. The k-nearest neighbors model finds similarities in the data with
the support of five neighbors and a Euclidean distance procedure. The artificial neural
networks and k-nearest neighbors configuration selection features the cases resulting
in lower forecasting errors as studied previously by the authors of this paper [14]. A
performance evaluation procedure calculates the forecasting errors for all periods of the
forecasted week and for both forecasting algorithms. The performance evaluation also
measures the total energy cost spent previously with the CPU processing unit in the
arduino device. The forecasting metrics used to calculate the error is Symmetric Mean
Absolute Percentage Error (SMAPE). SMAPE calculates the sum of the consumption
error calculation on all periods either in five minutes or hour schedules.

3 Case Study and Results

This section presents case study and results, respectively in Sub-Sects. 3.1 and 3.2.
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3.1 Case Study

This case study intends to reduce the computational effort for forecasting activities and to
obtain accurate predictions. The electrical building controls and monitors consumption
data in five minutes periods from 22" May 2017 to 17" November 2019. Data from
2020 and 2021 is excluded due to the energy behavior being less trustable during the
pandemic. The activity hours of this annual historic are explored due to the productive
consumption behaviors during this schedule. Therefore, periods from 11 AM to 6 PM
during weekdays from Monday to Friday are filtered in this case study. Moreover, the
adoption of five minutes or hour schedules has an impact on the computational effort and
forecasting accuracy. Therefore, it is wise to consider both schedule alternatives during
forecasting activities. Moreover, forecasting activities require the split of consumption
data from 22" May 2017 to 15" November 2019 in train and test datasets. Train data
takes all consumptions from 22"¢ May 2017 to 8 November 2019 while the test data
takes all consumptions from 11" to 15" November 2019. The training data presents
consumption behavior ranges between 0 and 5000 kWh from 22" May 2017 to 8
November 2019. The test data presents consumption behavior ranges between 500 and
2500 kWh. While it is clear in the training dataset that the consumption behavior differs
from week to week, the test dataset makes clear that the usual consumption behavior
presents consumptions between 500 and 1500 kWh as evidenced on Monday to Thursday
patterns. Friday shows a lot more productivity in the week from 11 to 15" November
2019 presenting consumption ranges above 2000 kWh.

Different scenarios are declared with different parameterizations to perform fore-
casting activities on the activity hours of a test dataset from 11% to 15" November 2019
with the support of a historic with consumption data presenting activity behaviors from
2274 May 2017 to 8" November 2019. All the forecasted consumptions are calculated for
the whole week in a single turn with the support of the indicated historic. All scenarios
use the CPU processing unit to perform forecasting activities. The period of the training
and test data may be formulated in five minutes or hour schedules. It is expected that
hour schedules require less computational effort to process, however present less infor-
mation than using five minutes schedules. The training may be categorized as included
or previous meaning respectively that the consumptions are predicted right after the
training of the whole historic, or that the historic training is saved in the disk storage and
loaded later in RAM for forecasting tasks. Four scenarios with the period and training
parameterizations are declared in Table 1.

Table 1. Forecasting scenarios calculated in a single run for whole week and targeted for activity
hours while using the CPU processing unit.

Scenario Period Training
A 5 min Included
B lh Included
C 5 min Previous
D

l1h Previous
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The scenarios presented in Table 1 evidence a total of four alternatives labeled from
A to D. The scenarios A and C involving five minutes schedules use a total of 61920
records for train data and a total of 480 records for test data. The scenarios B and D
involving hour schedules use a total of 5160 records for train data and a total of 40
records for test data.

3.2 Results

The results study the forecasting accuracies and the forecasting effort on the different
scenarios previously mentioned in the case study. The artificial neural networks and k-
nearest neighbors feature the forecasting algorithms indicated to measure the forecasting
error, the dedicated time for training and cleaning operations and the total energy spent
with the CPU processing unit. The forecasting errors use the SMAPE metrics to measure
the forecasting deviation to the real consumptions on all activity hour on the week from
11 to 15 November 2019 for each one of the four scenarios as evidenced in Fig. 2. The
train time of both algorithms and this added with the cleaning operation is analyzed for
the different scenarios in Fig. 3. The total energy spent in the different scenarios with
the CPU processing unit is studied as well in Fig. 4. Scenarios A and C result in lower
SMAPE errors for both k-nearest neighbors and artificial neural networks algorithms,
respectively of values corresponding to 6.37% and ranges between 6.46 and 8.42%.
One the other hand scenarios B and D feature higher SMAPE errors for both k-nearest
neighbors and artificial neural networks algorithms, respectively of values corresponding
to 17.59% and ranges between 12.11 and 12.52%. It is noted that the SMAPE errors of
scenarios A and B are equal respectively to the SMAPE errors of scenarios C and D for
the k-nearest neighbors algorithm.

20.00
SMAPE (ANN)

SMAPE (KNN)

18.00
16.00
14.00
12.00
10.00

8.00

SMAPE (%)

6.00
4.00
2.00

0.00
A B C D
Scenario

Fig. 2. SMAPE errors with artificial neural networks and k-nearest neighbors forecasting
algorithms and a CPU processing unit.

This is understandable as the forecasting activities process the same training and
target data for scenarios A and C featuring five minutes periods and for scenarios B and
D featuring hour schedules.
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Fig. 3. Train time for artificial neural networks and k-nearest forecasting algorithms and the clean
time added to the train time using a CPU processing unit.

The train time of artificial neural networks and k-nearest neighbors algorithms and
this added with the cleaning operations time evidences non linear values for the different
scenarios. The training of data with periods of five minutes requires much more time
with artificial neural networks algorithm as featured in scenarios A and C. The required
training time using the artificial neural networks algorithm requires a total of 43.98 and
78.06 s respectively for scenarios A and C. On the other hand, the training of data with
hour schedules requires less time with artificial neural networks algorithm as featured
in scenarios B and D. The required training time using the artificial neural networks
algorithm requires a total of 11.05 and 11.80 s respectively for scenarios B and D. It is
noted that saving the training in the storage disk and loading it later in RAM requires
more training time using the artificial neural networks algorithm when comparing the
higher value of scenario C with lower value of scenario A.
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Fig. 4. Total energy spent with CPU processing unit effort.
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The training time dedicated with k-nearest neighbor algorithm features a very small
value for all four scenarios. Moreover, the train and clean time shows a high correlation
with the artificial neural networks training time. Training the activity hours of the annual
historic, performing cleaning operations and forecasting energy consumption values for
all the activity hours on an entire week and in a single run has shown to do not take more
than 120 and 45 s respectively using five minutes periods and hour schedules.

The total energy required for training and forecasting tasks with the CPU processing
unit effort is different for the four scenarios. Using five minutes requires much more
energy as evidenced by scenarios A and C with respectively 0.0065 and 0.0094 kWh.
Moreover, it noted that for five minutes periods saving the training in the disk storage and
loading it later in RAM as evidenced in scenario C requires more energy as shown while
comparing to scenario A. Using hour schedules requires much less energy as evidenced
by scenarios B and D with respectively 0.0050 and 0.0046 kWh. Moreover, it is noted
that for hour schedules saving the training in the disk storage and loading it later in RAM
as evidenced in scenario D requires less energy as shown while comparing to scenario
B. The consumption forecasts of four scenarios are compared to the real consumptions
for the activity hours of a week from 11 to 15 November 2019 in Fig. 5. The forecasts
are focused on different small periods including five minutes frames as evidenced by
scenarios A and C and hour schedules as evidenced by scenarios B and D. The fore-
casts are scheduled with artificial neural networks and k-nearest neighbors algorithms.
Training the activity hours of the annual historic, performing cleaning operations and
forecasting energy consumption values for all the activity hours of an entire week in a
single run has shown to consume no more than 0.0094 and 0.0050 respectively using
five minutes periods and hour schedules. The forecasting consumptions are very accu-
rate for scenarios A and C featuring periods of five minutes. Scenarios B and D present
above reasonable consumption forecasts with accuracies lower than the other scenarios
due to hour schedules featuring less consumption patterns. Despite this, lower training
and cleaning time and the less costly energy spent in scenarios B and D are advantages
to use these two scenarios instead of scenarios A and C. It is noted that consumption
patterns present usual behaviors between 500 and 1500 kWh for five minutes periods
in scenarios A and C as evidenced during the activity hours from 11 to 14 November
2019 representing the Monday to Thursday usual behavior. In these scenarios, Friday
shows a lot more productivity on 15 November 2019 corresponding to a Friday, reach-
ing consumption behaviors between 500 and 2500 kWh. The hour schedules featured in
scenarios B and D present consumption usual behaviors between 600 and 1200 kWh as
evidenced from Monday to Thursday patterns, while Friday presents more productivity
behaviors between 800 and 1800 kWh.
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4 Conclusions

This paper analyzes the forecasting accuracy and the computational effort for different
scenarios using consumption data presenting activity behaviors and the artificial neural
networks and k-nearest neighbors forecasting algorithms. Using data from five-to-five
minutes results in much more accurate forecasts than using data from hour schedules as
shown by the SMAPE forecasting errors and by the forecasts interval comparations to
the real consumptions. Despite the forecasting accuracy improvements for five minutes
data rather than hour schedules, the time dedicated for algorithms training and cleaning
operations and the CPU effort show on the other hand that using five minutes requires
much more time to perform the forecasting activities and it additionally requires much
more CPU effort. Training the activity hours of an annual historic, performing cleaning
operations and forecasting energy consumption values for all the activity hours of an
entire week in a single run has shown to take low time and consume low CPU. With
all this in mind, using the hour schedules require less computational effort and result in
accurate forecasts despite not being as good as five minutes data. The obtained results will
support decision makers on deciding the time anticipation to run the forecast according
to the desired and needed accuracy, the available time, and the reasonable energy costs
for such tasks.
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Abstract. This paper presents an innovative multi-agent ecosystem framework
designed to simulate various energy communities and smart grids while providing
an easy and practical solution to manage and control each simulation. This frame-
work allows the coexistence of various multi-agent systems and provides tools
to enable the management of the ecosystem and its agents. The framework also
provides a web application programming interface that allows the management
to use third-party’s software. The proposed framework was based on the Smart
Python Agent Development Environment (SPADE) framework. Finally, this paper
presents a case study that simulates an energy community with 50 members. The
case study evaluates the community’s energy bill by comparing a scenario without
battery energy storage systems with a scenario where storage systems are available
for some members of the community. The case study uses real storage units that
are integrated into the proposed system and used for simulation.

Keywords: Multi-agent systems - Energy community - Simulation - Energy
storage systems

1 Introduction

Smart grids are increasingly becoming more inevitable since these modern systems
improve the power grid in such a way that this becomes more resilient, efficient, and
cost-effective while promoting the use of renewable energy and distributed generation
[1]. In addition, the smart grids allow the end-user to be more participative in the energy
market as a result of the possibility that the end-users could produce and sell energy
directly in the market, and among their peers [2]. This not only reduces market prices
and tariffs but also promotes the use of renewable energy sources on the end-users-side,
decreasing the CO2 emissions in the smart grid [3].

In the new context of smart grids, end-user can implement management models and
actively participate in the management of the grid, contributing to the stability of the grid
[4]. However, to enable this participation, end-users must be willing to share information
about their energy profiles [5].
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Multi-Agent Systems (MAS) can overcome many issues related to complex envi-
ronments, distributed computing, distributed knowledge networks, parallel operations,
asynchronous communications, and autonomy [6]. That is why this approach can be
found in the literature to solve many complex problems [7-9].

More specifically, MAS are being used and explored in the context of smart grids
[20]. This is because MAS meets the requirements for the simulation, development,
management, and operation of smart grids. The use of MAS in smart grids improves
reliability [ 10], responsiveness [7], fault tolerance [11], and stability of the smart grid [8].
The use of MAS enables the representation of multiple actors as well as their interactions,
allowing the different actors to collaborate or compete.

The proposed Python-based Ecosystem for Agent Communities (PEAK) framework
targets smart grids management and simulation with the ability to integrate simulated,
emulated, and real energy loads and resources to enable the test and validation of new
management and operation models in the context of smart grids, microgrids, and energy
communities. This novel framework can integrate multiple MAS and energy commu-
nities in one single ecosystem while being able to manage them all at the same time.
This unique way of managing such systems opens a range of possibilities within the
multi-agent system paradigm applied to smart grids. The proposed framework is backed
up by a case study, which was used a community with 50 consumers, of which 15 of
them are prosumers, having photovoltaic generation. The community generation and
consumption, for one day, is simulated considering two scenarios: where no battery
energy storage systems (BESS) are installed; and where BESS are installed. This case
study allows the evaluation of the influence of BESS in the energy community by mea-
suring the financial balance of the community. Furthermore, the case study shows the
potential and the capabilities that the proposed PEAK has towards the simulation of
energy communities.

This paper is organized in the following manner: the following section has a concise
description of related works; Sect. 3 describes the architecture of the proposed frame-
work and its functionalities like the MAS management, the agent modularity, and the
simulation environment tool; Sect. 4 describes the case study and discusses the results
of the simulations that were made using the PEAK framework; and finally, in Sect. 5, it
is presented the main conclusions of this paper.

2 Related Works

Agent-oriented programming (AOP) is the newest computer programming paradigm
for large and distributed systems [12]. With higher-level abstraction, it has autonomic
and proactive properties. In a dynamic environment, an agent is a computer program
(process) capable of flexible and autonomous activity. Due to its intrinsic capacity to
dramatically enhance operational efficiency in a distributive setting, the MAS has gotten
alot of attention [13]. MAS can enhance modularity, flexibility, adaptability, scalability,
reconfigurability, and responsiveness.

In [14], authors purpose a MAS where the agents integrate optimization algorithms
for players in an energy community to better manage their energy, reflecting the benefits
in the community. In [15], the authors describe a MAS solution integrated with deep
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reinforcement learning to address the problem of energy sharing between zero energy
buildings inside a zero-energy community. In [16], is proposed a MAS for citizen energy
communities where members can trade energy in electricity markets, and manage their
energy. Neither of these papers addresses an ecosystem of MAS that can module various
energy communities in one single system.

To solve communication delay problems in networked MAS, in [17], is proposed a
solution based on algebraic graphs and matrix theories. In [18], is shown a survey about
the sample-data cooperative control of MAS and the research made since 2011. In [19],
it is proposed a MAS solution to solve the constraints and communication time-delays
related to direct graphs. Despite these papers trying to solve communication issues, there
is still a lack of MAS frameworks that can provide reliable and fast communication
mechanisms based on instant messaging technologies.

To build and deploy a MAS, there are some open-source tools available for example
Java Agent DEvelopment Framework (JADE) [21], Smart Python Agent Development
Environment [22], and Python Agent DEvelopment framework [23]. Nonetheless, these
frameworks lack functionalities like managing tools and integration with data sources
and real devices. JADE has another limitation that is related to Java language, it lacks
artificial intelligence third-party software as powerful as Python library.

The current paper aims to describe a MAS framework architecture capable of creating
and managing several MAS in a unique solution, or in other words, an ecosystem of MAS,
while having mechanisms for fast and reliable communication to promote the integration
of real loads and resources.

3 Proposed Solution

The proposed framework, PEAK, describes a new approach when it comes to handling
smart grid simulations as it allows the coexistence of multiple MAS (ecosystem) at the
same time, without interfering negatively with each other, while permitting the config-
uration of different types of simulations and agents. In addition, the PEAK framework
allows the operation and monitorization of each MAS using a centralized web-based
graphical interface.

The development of PEAK is based on SPADE, a Python framework focused on
the development of peer-to-peer communication MAS. SPADE is XMPP-based, which
means that it uses some Instant Messaging functionalities inherited from XMPP, as well
as its architecture. To overcome the current limitation of SPADE, the PEAK framework
was developed to enable concurrent agent executions, the existence of group commu-
nication, the existence of a directory facilitator, among other updates that would be
described below.

In Fig. 1, it is possible to see the overall architecture of the PEAK framework. For
PEAK execution, it is needed to configure at least one XMPP server for agents to be
able to register, login, and communicate with the system and among other agents. One
advantage that the XMPP gives to the framework is the ability to use any XMPP server,
either public or private. In the XMPP context, the agents will act as regular users, making
possible human-agent interactions.



Python-Based Ecosystem for Agent Communities Simulation 65

As shown in Fig. 1, the PEAK’s architecture is divided in two main modules: PEAK
MAS Platform, which is responsible for everything related to the creation, implemen-
tation, synchronization, and communication among agents, and PEAK Management,
which is the module responsible for the administration, and monitorization of the MAS
ecosystem created by the framework.
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Fig. 1. Overall architecture of the PEAK framework.

3.1 PEAK Multi-agent System Platform

PEAK MAS Platform was designed to handle three main functionalities: the integration
of datasets and drivers with the agents, the simulation of environments, and allowing the
coexistence of multiple MAS in the same environment. In addition to that, this module
allows the creation of the agents as different computer processes.

Normally, a MAS uses data to simulate an environment. The data can either be
simulated based on approximations to real values or be real data extracted from physical
devices. Because of it, the PEAK MAS Platform allows the integration of datasets from
files and databases with the agent as well as integration with real devices through several
communication protocols. With this PEAK module, it is possible to create four types of
agents based on these types of data sources:

e Dataset-based Agent: an agent that extracts its data from datasets, such as CSV, Excel,
SQL databases, etc.;

e Driver-based Agent: an agent that extracts its data from real devices or sources using
communication protocols, such as ModBus/TCP, HTTP/S;

e Hybrid Agent: an agent that uses both datasets and drivers to extract its data;

e Event-driven Agent: an agent that does not use any type of data source, instead, its
behavior is driven by events and interactions with the PEAK ecosystem.
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MAS are mostly used for simulations, and without exception, PEAK allows the
creation of simulation environments. This is possible since the XMPP has a useful
functionality called PubSub, which stands for Publisher/Subscriber paradigm. PubSub
allows agents to create nodes in the XMPP server, named publisher nodes where other
agents can subscribe to it and receive any publication made to that node. In the simulation
environment, it is needed an agent named Synchronizer, responsible to synchronize the
MAS clock. The Synchronizer will create a publisher node in the XMPP server that
will synchronize all the agents subscribed to it. In simulation mode, all the agents must
subscribe to that node to receive the clock synchronization messages.

The Synchronizer has an internal clock that is used to mark the rhythm of the simu-
lation. This clock has three properties: the time between tics (i.e., periods), the velocity
of the simulation, which can be changed in runtime, and the number of tics that the
simulation lasts.

With the PEAK MAS Platform, it is possible to create a MAS ecosystem. To be
able to create these ecosystems it was used the XMPP functionality of Multi-User Chat.
This XMPP functionality allows the creation of chat groups that can have many different
utilities inside a MAS. The way the PEAK module uses this functionality is to divide
each MAS into different groups. This allows the messages to be exchanged only between
the same MAS/group. Despite that, this mechanism does not restrict the communica-
tion between different MAS, which can be achieved by using the agents’ peer-to-peer
communication, provided by the XMPP server.

3.2 Management

PEAK Management is a module focused on managing and monitoring the ecosystems
created by the PEAK framework. To make that possible, this module uses the agent
named Directory Facilitator (DF) which is responsible for exchanging the information
through the user interface and the XMPP system.

For an administrator to interact with the system, they could use the web graphical
interface. This web interface can either be the one implemented internally in the PEAK
Management module or another one developed by a third party.

This interface will then communicate with DF agent. This agent has two main objec-
tives: be an administrative tool for the administrator to get information about the MAS
that are running on the ecosystem and serves as a centralized service provider for the
agents in the ecosystem.

For DF to work as an administrative tool it needs to have administrative privileges
in the XMPP server. This must be done when configuring the XMPP server, by adding
the DF to the administrators’ list, enabling the following functionalities:

e See the list and state of each user/agent in the server;
e See the list of the groups’ chats, including the list of users/agents;
e Create and delete users/agents as well as groups.

The administrator privileges give access also to the messages exchanged between the
agents. Is with this access that the DF can use the Communication Tracking mechanism
to monitor and debug the agents’ messages and interactions in PEAK.
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Furthermore, the DF agent offers two important services that are available to every
agent in the MAS: the Tree Hierarchy and the Yellow Pages Service.

The Tree Hierarchy is based on the XMPP Multi-User Chat functionality, but because
it does not have any hierarchy mechanism for the groups, was created this functionality
in the DF agent. The agents can send a message to the DF containing the group they
want to register and the parent group to which is associated. The DF then searches for
the group, if it does not exist it creates the room, otherwise, the agent joins the existing
group. While this happens the DF constructs the hierarchy tree of the groups that can
be accessed using the web interface. The Yellow Page Service is a service that can be
used by the other agents to register, search, and use services from other agents, including
from other MAS.

4 Case Study

To test the PEAK framework, it was created a case study of an energy community with 50
consumer agents, of which 15 of them are producers, with renewable energy generation.
One prosumer represents a public library, while the others are regular households. One
agent is the community manager that will gather the energy information about every
consumer in the community and will publish the market prices for them. In addition, six
consumers have one BESS each. Three of those BESS have 2.4 kWh capacity and the
other three 3.6 kWh. The simulation lasts 24 h and the energy calculation and agents’
interaction will be done in 15 min periods. In Fig. 2 it is possible to see the energy
generation and consumption of the day that will be simulated. As is natural to see, the
consumption is higher at mid-day and dinner time. The energy generation is bigger at
mid-day when there is more solar energy. In Fig. 3, it is shown the data regarding solar
radiation and the outside humidity.

Purcahse prices Sale prices
Consumption Production

06 80

Prices (€)
Energy (kwh)

0.2

0 5 10 15 20

Hours of the day

Fig. 2. Energy profile of the energy community and market prices.

Figure 2 shows the hour-ahead market prices used in the simulations. For the sale
prices, it was used the MIBEL market of 10" March of 2022, and for the purchasing
prices, it was multiplied the sale prices by the value of 1.5 to account for the distribution
company profit. The market is higher either for selling and buying at mid-day and night.
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Fig. 3. Solar radiation and humidity of the simulated day.

For this case study, two simulations were made simultaneously. The differences
between the simulations are the use of BESS and the simulation speeds. In the simu-
lation that will not be used BESS the speed of the simulation will be 0.2 s per period,
while the simulation with BESS will be run in real-time (15 min per period). The real-
time simulation is necessary as the BESS are physical devices available in our labs,
and, therefore, they cannot handle a rapid increase in the charge/discharge speed. The
integration of BESS is done using a Modbus/TCP driver that can monitor and control the
BESS according to the agent’s needs. The case study also uses HTTP drivers to access
the real-time weather data.

The results of the simulations can be seen in Fig. 4. The graph shows the financial
balance of consumer 1, which is one of the prosumers with a BESS. The utilization of
the BESS can decrease the financial cost throughout the day.
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Fig. 4. Financial balance of consumer 1 with and without BESS
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Relatively to the simulations, the framework handled both at the same time, each
with different speeds, using two MAS, one for each simulation type. The simulations
did not overlap each other and the XMPP server was able to handle every message sent
inside each simulation.

5 Conclusion

The decentralized architecture, described in this paper, is a great solution when it comes
to solving problems regarding the application of multi-agent systems in the energy
domain. It is a flexible and easy framework to modulate various multi-agent systems in
the same ecosystem and framework, while it provides tools for the proper management
of the agents. In addition, it also provides tools for various types of simulations. The
preliminary results of the PEAK framework demonstrate a wide range of possibilities
that enable the test and validation of management models in smart grids by allowing the
individual representation of entities and players.

For future work, the PEAK framework must be developed to be able to handle differ-
ent types of drivers as well as improve the graphical interface of the PEAK Management
module to be possible to see the network more interactively. Regarding the use of battery
energy storage systems in energy communities, it would be interesting to see optimiza-
tion algorithms implemented to minimize energy costs and improve the community’s
sustainability.
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Abstract. The goal of this research is to develop accurate and reliable forecast-
ing models for chlorophyll a concentrations in seawater at multiple depth levels
in El Mar Menor (Spain). Chlorophyll a can be used as a eutrophication indi-
cator, which is especially essential in a rich yet vulnerable ecosystem like the
study area. Bayesian regularized artificial neural networks and Long Short-term
Memory Neural Networks (LSTMs) employing a rolling window approach were
used as forecasting algorithms with a one-week prediction horizon. Two input
strategies were tested: using data from the own time series or including exoge-
nous variables among the inputs. In this second case, mutual information and the
Minimum-Redundancy-Maximum-Relevance approach were utilized to select the
most relevant variables. The models obtained reasonable results for the univariate
input scheme with & values over 0.75 in levels between 0.5 and 2 m. The inclu-
sion of exogenous variables increased these values to above 0.85 for the same
depth levels. The models and methodologies presented in this paper can constitute
a very useful tool to help predict eutrophication episodes and act as decision-
making tools that allow the governmental and environmental agencies to prevent
the degradation of EIl Mar Menor.
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1 Introduction

El Mar Menor is a hypersaline coastal lagoon located in the Region of Murcia (Spain).
With a surface area of 135 km?, it is the largest saltwater lagoon in Europe [1]. During the
last decades, increasing inputs of nutrients (nitrates, as well as phosphate and ammonium)
and organic matter into El Mar Menor have led to progressive eutrophication of the
lagoon, with several unprecedented crises exacerbated by heavy rain events in 2016,
2019, and 2021, which have caused deep ecologic, social, and economic impacts in
the system [2]. Since the great crisis of 2016, environmental data such as temperature,
salinity, chlorophyll a, and dissolved oxygen, among others, have been systematically
acquired in oceanographic campaigns to accurately assess the status of the lagoon [3].
These data are sampled in 24 different measurement locations, making a rich database
with both temporal and spatial dependence. However, the potential of this dataset has
not yet been much exploited, as only one data-based modeling approach study has been
published according to our knowledge [4].

In this study, this dataset has been used to model the dynamics of chlorophyll a in the
lagoon, using Bayesian regularized neural networks and LSTMs to extract knowledge
from the complex system and ultimately aid in the critical decision-making processes
that are currently being debated. To achieve this goal, several models have been cre-
ated, tested, and compared to obtain accurate predictions of the mass concentrations of
chlorophyll a in seawater with a prediction horizon of one week.

Several interesting works devoted to the prediction of the concentration of chloro-
phyll a in lakes and seawater can be found in the scientific literature. In the work of
Yu et al. [5], authors combined LSTMs and wavelets to predict the concentrations in
Dianchi lake (China) with good results. Cho and Park [6] proposed a new methodology
using merged-LSTM models to predict this concentration in a river in Korea. This app-
roach made it possible to use exogenous variables and outperformed standard LSTMs
and multilayer perceptron models. Finally, Shin et al. [7] employed several prediction
techniques, including recurrent neural networks (RNNs) and LSTMs, combined with a
rolling window approach to predict the chlorophyll a concentration levels in the Nakdong
River (Korea).

The rest of this paper is organized as follows. Section 2 presents a description of the
database and the study area. Section 3 describes the techniques employed in this work.
The experimental procedure is explained in Sect. 4. Section 5 discusses the results.
Finally, the main conclusions are indicated in Sect. 6.

2 Area Description and Datasets

El Mar Menor is a saltwater lagoon separated from the Mediterranean Sea by a 22 km
sand coastal barrier, known as La Manga del Mar Menor (see Fig. 1).

This lagoon and its ecosystem have suffered a continuous degradation process in
the last decades due to anthropogenic pressure [8]. One of the main threats can be
found in the huge urban growth in the surrounding area, with cities such as Cartagena.
Additionally, a very intense agricultural activity in EI Campo de Cartagena causes the
discharge of nutrients. Finally, mining activities near La Union cause the acid drainage
of heavy metals into its waters.
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Fig. 1. Localization of El Mar Menor and the monitoring stations

The dataset used in this work has been provided by The Scientific Data Server of El
Mar Menor. This institution collects data from two different sets of monitoring stations
deployed in the study area, which can be seen in Fig. 1. One of these sets belongs to the
Office for Socioeconomic Promotion of the Environment (stations labeled as OISMA)
and the other one to the Fishing Service (stations labeled as PESCA). Data covers
the period from May 2017 to October 2021 and includes several variables measured
weekly in each of the stations that are shown in Table 1. These measures were originally
taken in a range of periods between 5 and 12 days. Thus, they were interpolated to
obtain their weekly values. Additionally, these variables are measured in each station at
different depth levels: 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, and 5 m. However, these data are
offered as an interpolation of the primary data collected in the stations so that values
for each coordinate of the surface of the lagoon are provided. These data needed to be
preprocessed to obtain values for each specific station and variable pair. Therefore, for
each timestep of the variable, the median values of the surrounding coordinates to the
specific station in a radius of 100 m were calculated. Additionally, several meteorological
variables measured in the same period at the Murcia-San Javier Airport (see Fig. 1), were
also included.

Table 1. Description of the variables included in the database

Variable Unit Monitoring stations

Mass concentration of chlorophyll a in seawater mg/m3 OISMA, PESCA

Mass concentration of oxygen in seawater mg/1 OISMA, PESCA
Seawater phycoerythrin ppm OISMA, PESCA
Seawater salinity PSU OISMA, PESCA
Seawater temperature °C OISMA, PESCA
Seawater turbidity FTU OISMA, PESCA

Mean temperature °C Murcia-San Javier Airport

(continued)
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Table 1. (continued)

Variable Unit Monitoring stations

Rainfall mm Murcia-San Javier Airport
Minimum temperature °C Murcia-San Javier Airport
Maximum temperature °C Murcia-San Javier Airport

o

Wind direction Murcia-San Javier Airport

Average wind speed m/s Murcia-San Javier Airport
Insolation hours Murcia-San Javier Airport
3 Methods

This section describes the techniques and methods used in the present manuscript. A
schematic representation of the experimental procedure is presented in Fig. 2.

Set window size Creation of the lagged Training set
{1,2,3,4,8,12} datasets (65% of records)

Training phase Apply 5-Fold cross validation

Compare with the

outputs of the test
set

Test set Determine optimal
(35% of records) hyperparameters for LSTM
and ANN models

Exogenous approach: Ranking using MI or mRMR to
use top features {1, 2,3,4,5,6,7,8,9, 10,15, 20 50}

Train final model using optimal hyperparameters and the whole training set
Outputs of the final Feed final model with the
model inputs of the test set Exogenous approach: Mean ranking from the training phase applied to use the top features
11,2,3,4,5,6,7,8,9,10, 15,20 50}

Fig. 2. Schematic representation of the experimental procedure

3.1 Artificial Neural Networks

Artificial Neural Networks (ANNs) are computational models inspired by the way bio-
logical neurons interconnect and can be seen as a non-linear procedure that can map a
set of inputs into a set of outputs. The most extensively used design for ANNs is the
Feedforward Multilayer Perceptron [9]. In this type of artificial network, the learning
process is based on error backpropagation and its architecture consists of an input layer,
one or more hidden layers, and an output layer.

Due to their ability to estimate any nonlinear function, Feedforward Neural Net-
works can be considered universal approximators [10]. Nonetheless, there are significant
drawbacks: there is no standard method for determining the optimal number of hidden
neurons, and ANN models are susceptible to experiencing overfitting issues.
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3.2 Bayesian Regularized Neural Networks

Bayesian regularized artificial neural networks (BRANNSs) emerge as an alternative to
reduce the drawbacks that were previously mentioned. This type of network uses the
Bayesian regularization technique [11] to improve the robustness of the models and
reduce the likelihood of overfitting. During the training process, the goal is to reduce
the model’s sum squared error. Additionally, a penalty term is introduced to the error
function to manage the complexity of the models.

3.3 Long Short-Term Memory Neural Networks

Long short-term memory networks [12] are a type of recurrent neural network especially
suited for learning long-term dependencies in sequence data. They include a special
type of unit, called memory block, to avoid the vanishing gradient problem that affects
standard RNNs [13]. As a result, LSTMs are especially appropriate for time-series
forecasting.

The typical architecture of a long short-term memory network is composed of an
input layer, a hidden layer containing the memory blocks, and an output layer. The
hidden layer includes several self-connected memory cells in a chainlike configuration.
Each memory block includes an input gate, an output gate and a forget gate in its inner
structure. These gates let memory blocks perform read, write, and erase operations and
give memory cells the capacity of storing long-term dependencies.

3.4 Mutual Information

The mutual information (MI) [14] calculates the amount of information that one of
two random vectors contains about the other. MI is defined by Eq. (1) and is based on
Shannon’s information theory.

p(x,y)
MI 1 dxd 1
(r.y) = //p(xy)og() e )

where x and y are two continuous random vectors, p(x, y) is their joint probability density,
and p(x) and p(y) are their marginal probability densities.

3.5 Minimum-Redundancy-Maximum-Relevance (mRMR)

The Minimum-Redundancy-Maximum-Relevance method [15] is a feature ranking tech-
nique that allows ranking a group of features based on how relevant they are to the target
variable. Simultaneously, it penalizes superfluous characteristics. As a result, the highest
ranked features are those that offer the finest balance of maximal relevance with the goal
variable and the lowest redundancy with the remaining attributes. Mutual information
is used to calculate relevancy and redundancy between variables in this technique. The
pseudocode corresponding to the mRMR algorithm tailored to regression problems can
be found in [16].
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4 Experimental Procedure

The objective of this work is to obtain accurate predictions of the mass concentration
of chlorophyll a for specific monitoring stations located in EI Mar Menor, with a pre-
diction horizon of one week. The OISMA-1 monitoring station was selected to conduct
the experiments and forecasting models were created to predict the chlorophyll a con-
centrations in all of its ten depth levels (from 0.5 to 5 m, every 0.5 m). Two techniques
were compared to calculate these future concentrations: Bayesian regularized artificial
neural networks and sequence-to-sequence LSTMs. This latter technique was tailored
to use a rolling window approach in conjunction with cross-validation for time series.
A similar approach has been previously used by the authors with very promising results
[17]. Additionally, multiple linear regression models (MLR) have also been included.

The database contained weekly measures of mass concentration of chlorophyll a
and several other variables, including meteorological variables, measured from 2017 to
2021 (see Sect. 2). All these data were preprocessed, subject to an imputation of missing
values procedure, and then standardized and normalized.

4.1 Creation of the Lagged Datasets

A rolling window approach was followed with both forecasting techniques. The input
values included present and previous values of the variables in a certain window size ws.
This term denotes the number of input values that comprise the autoregressive window.
Window sizes of 1, 2, 3, 4, 8, and 12 weeks were employed in this study. The prediction
horizon k was set to one step ahead (one week in the future). Equation (2) depicts how
the outcomes were modeled.

Y+ 1) =F{y@,yt =1, ...yt = (ws — 1)} 2)

For a given depth level in the OISMA-1 station, two input data approaches were tested
to calculate the forecasting models. In the first case, a univariate scheme was employed
and only past concentrations of chlorophyll a measured at this specific level were used
to make the predictions. The output variable y corresponds to the input values shifted
one-time step. The new lagged variables were then created using samples of consecutive
observations. The datasets were defined as Dy s = {Xws;, yki}iT: | where T indicates
the number of samples and k represents the prediction horizon used. In the case of the
exogenous input scheme, several variables measured at any of the stations and depth
levels (see Table 1) were added to the set of initial inputs. Each of these time series had
to be transformed into new lagged variables using the same window sizes and procedure
as in the univariate input scheme. Feature ranking methods were applied in a later step
to determine the most relevant among these lagged input variables. Thus, a group of
potential input variables Q,,; was created including all the previously created lagged
variables. Finally, new datasets were created, including these variables and the output
variable: D'k s = {Qusi» Vi }1— ;-

Once the lagged datasets were created for each window size and input scheme, the
training subset consisted of the first 65% of the records while the test subset included
the remaining 35%.
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4.2 Forecasting Models

For each window size, models were trained using the univariate and exogenous training
subsets. Several input cases were tested when the exogenous training subset was used.
These cases were defined by the number of relevant features kept from the group of
lagged variables (the top 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20 and 50 features), and the
feature ranking technique used (MI or mRMR). Three performance indexes were used
to evaluate the accuracy of the models: the correlation coefficient (o), the mean square
error (MSE) and the mean absolute error (MAE).

4.2.1 BRANN Models

The networks employed a single fully connected hidden layer and several hidden unit
configurations were tested (from 1 to 25). For each of these configurations, a 5-fold cross-
validation procedure for time series [18] was followed. In this procedure, data is parti-
tioned into sequential folds of fixed indexes respecting the temporal order. This entire
procedure was repeated 20 times, and the average results were calculated and stored.
Additionally, each repetition’s record was also saved to be used in a later multicomparison
procedure.

After completing all the repetitions for each hidden layer configuration, a multi-
comparison process was used to find the simplest model with no statistically significant
changes from the top-performing model. The Friedman test [19] and the Bonferroni
method [20] were applied to the sets of 20 records previously stored for each model.
It was possible to determine whether there were relevant statistical differences across
models with varying numbers of hidden units using the Friedman test. If these differences
were confirmed, the Bonferroni method allowed us to determine which of these models
were statistically equivalent to the best-performing model. In the case of a set of models
that were not statistically different, the model with the fewest hidden units was chosen
using the Occam’s razor principle.

This same procedure was applied using the univariate and exogenous approaches.
However, in this latter approach, only the top variables from the group of potential input
lagged variables were utilized. This is achieved by applying a feature ranking method
(mutual information or mRMR). Since the training and test sets changed in every inner
cross-validation, the ranking of the potential features was recalculated and stored in each
case.

After determining the optimal number of hidden units, a final model was trained using
the whole lagged training dataset. For the exogenous approach, the ranking correspond-
ing to the input case used was obtained as each variable’s mean position in the rankings
stored in the training phase. Once trained, the inputs of the unseen test lagged dataset
were used to feed this model. Then, forecasting values were obtained, and performance
metrics were determined by comparing forecasts to measured values. This process was
repeated 50 times, and the average performance results were then calculated.
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4.2.2 LSTM Models

LSTM models were created using sequence-to-sequence LSTMs. This type of network
can map an input sequence of values of T time instants x = (x1, ..., x7) to an output
sequence of valuesy = (v, ..., yr).

The process followed is similar to the one described for the BRANN models. The
training subset was used to determine the optimal hyperparameters for the models using
a Bayesian optimization procedure [21]. The Bayesian optimization algorithm attempts
to minimize an objective function where its inputs belong to a bounded domain. In
our case, the objective function corresponds to each training model, and the bounded
inputs correspond to its parameters (see Table 2). The bayesopt MATLAB function was
employed to achieve this goal with a limit of 250 objective function evaluations for each
model. The root mean square error guided this optimization process. For each of them,
the lagged training dataset was subjected to a 5-fold cross-validation for time series.
As was previously stated, every time the inner cross-validation subsets changed when
using the exogenous dataset, the ranking of the features was recalculated and stored.
The Adam optimizer was employed to train the models. The parameters used to train
the models and the network architecture employed are shown in Table 2.

Table 2. LSTM architecture and parameters employed in the training phase

Layer number Layer name Parameter Range of values
1 Sequence input layer LSTM neurons 1-1000

2 LSTM layer Initial learning rate 0.0005-0.09

3 Dropout layer Dropout probability 0.01-0.99

4 Fully connected layer Gradient decay factor 0.5-0.999

5

Output layer

L2 regularization factor

0.00005-0.0009

Minibatch size

12
{2n}n=2

Following the discovery of the optimal parameters, a sequence-to-sequence final
LSTM model was trained using the entire lagged training dataset. In this case, the
ranking corresponding to the input case was obtained as the mean position of each
variable in the rankings stored during the training phase. Once trained, the unseen test
lagged dataset’s input sequence was used to feed this model. The predicted values were
thus obtained. Performance measures were computed by comparing these values to the
test lagged dataset output sequence. This procedure was repeated 50 times, and the
average performance results were calculated.

5 Results and Discussion

The results of the experimental procedure are presented in this section. Models were
built to predict the mass concentration of chlorophyll a in seawater in the OISMA-1
monitoring station for each of its 10 depth levels (see Fig. 1). A one-step ahead prediction
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horizon was set (one week in the future, as the database records were measured weekly).
BRANNSs and LSTMs using arolling window approach were employed as the forecasting
techniques, using different window sizes (1, 2, 3, 4, 8, and 12 weeks). Depending on
the dataset utilized, their results were compared in two different scenarios (univariate or
exogenous datasets, see Sect. 4). In the exogenous dataset approach, mutual information
and the mRMR method were applied to keep only the top features. Thus, for each window
size models were built using the top 1, 2, 3,4, 5, 6,7, 8,9, 10, 15, 20, and 50 variables.

Table 3 shows the average performance indexes of the best-performing models using
the univariate input approach. In this table, D indicates the depth level in meters, ws
depicts the window size, nk is the number of units in the hidden layer, DP corresponds
to the dropout probability, GDF stands for the gradient decay factor, LR corresponds to
the learning rate, MB indicates the minibatch size and L2R is the level 2 regularization
factor.

Table 3. Best performing models using the univariate inputs approach

D (m) | Method |ws nh |& MSE |MAE |DP |MB |LR |L2R GDF

0.5 |BRANN |2 |11 [0.722|1.771 |0.591 |- - - - -
LSTM |3 |523 0.779 | 1.465 | 0.547 | 0.194 | 8 0.029 | 8.297E—04 | 0.876
MLR 2 |- ]0.720 | 1.800 | 0.601 | — - - - -

1 BRANN |2 |2 | 0.787 | 1.745 | 0.592 | - - - - -
LSTM |4 |487 0.787 | 1.666 |0.814 |0.691 32 | 0.047 | 2.687E—04 | 0.526
MLR 1 |- 107771702 | 0.674 - - - - -

1.5 |BRANN |2 4 ]0.809 |1.639 0.736 |— - - - -
LSTM |4 |759|0.797 | 1.794 | 0.760 | 0.451 |32 |0.034 | 7.827E—04 | 0.552
MLR 1 |- 10.773 11970 | 0.736 | - - - - -

2 BRANN |3 |1 0.772 |2.128 | 0.850 | — - - - -
LSTM |2 [453 0.770 |2.110 |0.890 |0.711 |16 |0.023 | 8.457E—04 |0.635
MLR 1 |- ]0.745|2.396 | 0.859 - - - - -

25 |BRANN |2 |12 [0.747 | 1.803 | 0.842 |- - - - -
LSTM |4 |336 0.703 [2.104 | 0.932 | 0.170 | 2048 | 0.049 | 5.304E—04 | 0.588
MLR 4 |- ]0.643|2.625 0.853 |— - - - -

3 BRANN |1 |5 0.591 |2.730 | 1.008 |- - - - -
LSTM |4 |326|0.569 |2.815 | 1.135 |0.068 | 64 |0.036 | 7.023E—04 | 0.506
MLR 2 |- ]0.530(3.249 1.043 - - - - -

35 |BRANN (3 |1 [0.573 |3.340 | 1.069 | — - - - -
LSTM |3 |835 0.595|3.154 | 1.216 |0.891 |16 |0.011 | 5.830E—04 | 0.608
MLR 2 |- 10552 3.620 | 1.225 |- - - - -

(continued)
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Table 3. (continued)

D (m) | Method |ws |nh | @ MSE |MAE DP |MB |LR |L2R GDF

4 BRANN |3 |1 0.553 |3.014 |0.984 |- - - - -
LSTM |3 |999 0.545 [2.977 | 1.026 | 0.048 |32 | 0.061 | 5.829E—04 | 0.678
MLR 1 |- 10479 |3.750 | 1.068 |- - - - -

45 |BRANN |3 |1 |0.788 [2.192 |0.932 |- - - - -
LSTM |4 |841 0.761 [2.511 [1.030 |0.028 32 |0.020 | 6.890E—04 |0.518
MLR 1 |- ]0.788 [2.193 | 0.992 - - - - -

5 BRANN (4 |1 0.678 |3.126 |0.875 |- - - - -
LSTM |2 |997 0.665 |3.070 |0.890 |0.017 |32 |0.050 8.819E—04 |0.593
MLR 3 |- 0662 |3.253]0.893 |- - - - -

Table 4 shows the average performance indexes of the best—performing models for
the exogenous input scheme. In this table, RK denotes the type of feature filter ranking
technique, MI indicates the mutual information and MR denotes the mRMR method.
Additionally, VAR indicates the number of variables selected in the model.

Table 4. Best performing models using the exogenous inputs approach

D(m) | Method |ws | RK | VAR |nh |o MSE |MAE (DP |MB|LR |L2R GDF

0.5 |BRANN |3 |MR |2 1 0829 | 1.043 | 0.513 |- - |- - -
LSTM |1 |IM |7 315 | 0.852 | 0.828 | 0.427 | 0.345 | 16 | 0.065 | 3.383E—04 | 0.530
MLR 3 IMR |5 - 10803 |1.21 0514 |- - |- - -

1 BRANN |3 |IM |4 2 0848 | 1.176 | 0.818 |- - |- - -
LSTM |4 MR |10 |136|0.893 |1.089 |0.767 |0.879 |8 | 0.019 | 5.546E—05 | 0.576
MLR 1 |IM |1 - 10767 | 1.720 | 0.721 | - - |- - -

1.5 |BRANN |1 |IM |1 8 |0.854 1.125/0.683 | - - |- - -
LSTM |2 |MR |20 |140 |0.885 |1.045|0.695|0.191 | 16 | 0.080 | 4.673E—04 | 0.872
MLR 1 |IM |6 - 10810 | 1.720 | 0.766 | — - |- - -

2 BRANN |8 | MR |5 1 0801 |1.394|0.818 |- - |- - -
LSTM |1 |[IM |10 992  0.860 | 1.194 |0.838 | 0.162 |8 | 0.007 | 3.729E—04 | 0.785
MLR 2 MR |5 - 10796 | 1.924 | 0.824 | - - |- - -

25 |BRANN |8 |[IM |2 7 10722 | 1.434 | 0.836 |- - |- - -
LSTM |4 |MR |10 658 |0.815|1.203 |0.812 | 0.720 | 16 |0.008 | 5.826E—04 | 0.851
MLR 1 MR|3 — 0651 |2.498 | 0.942 | - - |- - -

3 BRANN |1 |IM |1 5 0.657 | 1.575[0.992 |- - |- - -
LSTM |2 |IM |8 57 10.722 | 1.507 | 1.129 | 0.012 |8 | 0.008 | 5.781E—04 | 0.799
MLR 2 MR |3 - 10.551|3.054 | 1.230 |- - |- - -

(continued)
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Table 4. (continued)

D(m) | Method |ws | RK | VAR |nh |o MSE |MAE ([DP |MB|LR |L2R GDF

35 |BRANN |4 |MR |5 3 0640 | 1.717 | 1.007 | - - - -
LSTM |1 |MR |7 610 | 0.687 | 1.564 | 0.945 | 0.732 |8 | 0.007 | 8.446E—04 | 0.865
MLR 1 MR |3 - 10.600 | 3.386 | 0.983 |- - |- - -

4 BRANN |2 | MR |2 1 0589 1.812|1.037 |- - - -
LSTM |3 |MR |20 927 0.663 | 1.557 |0.842|0.167 |8 | 0.056 | 4.775E—04 | 0.660
MLR 1 'IM |3 - 10550 3.90 |1.009 |- - |- - -

45 |BRANN |2 | MR |2 2 10.816 | 1.381 | 0.877 |- - - -
LSTM |2 |MR |2 972 | 0.822 | 1.386 | 0.859 | 0.264 |32 |0.023 | 1.595E—04 | 0.504
MLR 1 |[MR |1 - 10788 | 2.193 | 0.992 |- - |- - -

5 BRANN |2 | MR |1 5 10.704 | 1.663 | 0.817 |- - |- - -
LSTM |2 |MR |4 866 | 0.702 | 1.682 | 0.867 | 0.695 | 16 | 0.030 | 3.744E—04 | 0.506
MLR 4 |MR 3 - 10.670 | 3.042 | 0.856 |- - |- - -

The performance of the models is reasonable in the univariate input scheme for a
prediction of one-week ahead values. However, results show how the inclusion of the
exogenous variables greatly improves the performance of the models.

Regarding the type of forecasting technique used, BRANNs and LSTMs show similar
results in the univariate approach, with slight differences between their models. However,
LSTMs using the rolling window approach perform better in most of the levels that
were considered, especially with the exogenous approach. The best performing MLR
models produce the overall worst performances among all the techniques employed.
This tendency is more pronounced in the exogenous approach.

The main advantages of the LSTM models lie in their performance, especially when
the exogenous input scheme is employed. However, the computation times for this type
of model are the highest of the three techniques considered. In the case of the BRANN
models, an advantage consists of providing good all-around performance with lower
computation times than the LSTM models. Finally, the main advantage of the MLR
models is their fastest computation speeds at the expense of performance.

Another interesting fact is that the window sizes used in the best-performing models
are fairly small, been two weeks the most widely used value in the univariate input
scheme and three weeks in the exogenous case. It is also worth mentioning that the
mRMR method is used in 67% of the exogenous models, which confirms the goodness
of this technique in avoiding redundancies in the feature selection process.

Finally, the influence of the depth level is also important, and can be observed that
there is a very appreciable worsening of the results between 2.5 and 5 m. This fact is
much more notorious in the univariate input scheme.

6 Conclusions

This paper aims to produce accurate and reliable forecasting models to predict the chloro-
phyll a concentrations in seawater in one of the monitoring stations of El Mar Menor at
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several depth levels. Bayesian regularized neural networks and LSTMs using a rolling
window approach were employed as the forecasting techniques with a prediction hori-
zon of one week. Additionally, MLR models were also included. Two different input
schemes were also tested: using data from the own time series or including exogenous
variables among the inputs. The high number of variables produced in this second case
made it unfeasible to use all the lagged variables produced. Hence, mutual information
and the mRMR method were used to select the very top variables.

Results showed how the models built provided reasonable results in the univariate
input scheme for a prediction horizon of a week, with & values above 0.75 in levels
between 0.5 and 2 m. The inclusion of exogenous variables boosted these values above
0.85 and nearly 0.90 for the same levels. For levels between 2.5 and 5 m (especially
from 3 to 4 m), a decrease in the models’ performance can be observed, which is much
more accused in the univariate input approach. This fact suggests that the inclusion of
exogenous variables provides useful information that could help to explain the chloro-
phyll a concentrations in seawaters. At these depth levels, LSTM models presented a
more accurate behavior than BRANNSs. In contrast, MLLR models produced the worst
performances of all the techniques that were compared.

A plausible reason that could explain this phenomenon is that El Mar Menor presents
a clear stratification in both its water temperature and current speed, with two distinct
layers separated at around 3 m depth level. This intermediate region may be subjected
to a higher degree of variability, not only for these variables but for others as well. In
fact, at least during the extreme precipitation event in September 2019, the massive
amount of freshwater injected into the lagoon caused a stratification in the water column
with respect to the salinity, which led to the apparition of two water layers of different
salinity and density, with the interface around the 3—4 m depth level. Moreover, dissolved
oxygen also stratified around this level as well, overall causing a severe euxinic event
that lasted more than two weeks [2]. In addition, when considering the distribution of all
chlorophyll a time series, a higher variability is found as depth increases, which could
be favored by the higher mixing of the superior layer; that is, the chlorophyll a dynamics
of the superficial waters is more stable than those at deeper levels.

Finally, the chlorophyll a concentrations can play a pivotal role as a eutrophication
indicator. This becomes extremely important in locations and environments such as E/
Mar Menor. This very rich ecosystem has suffered a continuous degradation process
in the last years due to anthropogenic pressure. Therefore, the forecasting models and
methodologies presented in this paper can help to predict eutrophication episodes and act
as decision-making tools that allow environmental agencies to prevent its degradation.
Additionally, these methodologies could also be applied to other possible eutrophication
indicators, such as the concentration of oxygen in seawater, by just switching the input
datasets.
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Abstract. A discrete symbiotic organisms search (DSOS) and list-based simu-
lated annealing (LBSA) are new metaheuristic search algorithms used for solving
different complex optimization problems. DSOS mimics the symbiotic relation-
ship strategies adopted by organisms in the ecosystem for survival, while LBSA
simplify parameter tuning of the simulated annealing algorithm. In this paper, we
propose a hybrid algorithm, named DSOS-LBSA, to solve the well-known trav-
eling salesman problem (TSP) which belongs to the class of NP-hard problems.
Additionally, an arbitrary insertion algorithm is introduced to produce organisms
in the initial ecosystem. The proposed DSOS-LBSA is implemented in the MAT-
LAB environment and it is tested on symmetric and asymmetric instances from
TSPLIB. The overall results demonstrate that the proposed DSOS-LBSA offers
promising results, particularly for small-size symmetric instances and large-size
asymmetric instances.

Keywords: Discrete symbiotic organisms search algorithm - List-based
simulated annealing algorithm - Arbitrary insertion algorithm - Traveling
salesman problem - Hybrid approach

1 Introduction

The traveling salesman problem (TSP) is a well-known combinatorial optimization prob-
lem in the fields of computer sciences which attracts the attention of researchers for a
long period of time. The problem is formulated as follows: given a set of cities and the
routes between each pair of cities, there is a task to find the shortest path that passes
through a set of # cities so that each city is visited exactly once. The TSP belongs to the
class of NP-hard problems which is proved by Karp in 1975 [8]. That implies that there
are no polynomial-time algorithms for TSP unless P = NP.

To solve different TSPs, many exact and approximate algorithms have been devel-
oped. Exact solutions include branch and bound, cutting planes, dynamic program-
ming, linear programming and other methods. Approximate algorithms include heuris-
tics, metaheuristics, and various hybrid approaches. In this article, our efforts are
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focused towards two newly proposed metaheuristic algorithms for TSP, named a sym-
biotic organisms search (SOS) algorithm and a list-based simulated annealing (LBSA)
algorithm.

A SOS algorithm is an intelligent optimization algorithm inspired by the symbiosis
interactions, such as mutualism, commensalism and parasitism, among organisms in
real-world ecosystems [2]. The symbiosis interactions offer organisms the opportunity
to increase probability for their survival in the evolution process. Similarly to some
other metaheuristics, such as genetic algorithm (GA), artificial bee colony algorithm
(ACO), particle swarm optimization algorithm (PSO), and harmony search algorithm
(HS), SOS belongs to the class of population-based metaheuristic algorithms. In SOS,
each new population is produced using symbiosis interactions between organisms. How-
ever, SOS differs from other population-based metaheuristics in terms of number of
specific parameters for fine-tuning during the implementation [3].

Originally, the SOS algorithm is developed to solve continuous engineering opti-
mization problems [2]. However, several studies have shown its potential to be applied
in the field of discrete optimization techniques, such as TSP. In two recent studies, dif-
ferent discrete symbiotic organisms search (DSOS) algorithms are design to solve TSP
[3, 13]. The obtained results have shown that DSOSs retain the same advantages as
SOS which makes it worth investigating even further. Therefore, in this paper we also
propose a DSOS for TSP. The biggest issue of almost all heuristic algorithms, that is,
premature convergence to local optimum, has been tackled in a different manner in this
article compared to other approaches. Here, we have introduced a list-based simulated
annealing (LBSA) algorithm [14] to be applied as an escape mechanism when the search
being trapped into local optimum. The LBSA is applied in the following manner. In case
that the search in the DSOS does not progress after a predefined number of generations,
the LBSA is triggered to try to improve the current best solution. Similarly to DSOS,
LBSA also has fewer parameter to be tunned during the search. This paper continuous
the authors’ previous researches in transportation planning [4-7].

The rest of the paper is organized in the following way. Section 2 and Sect. 3 overview
the use of DSOS and LBSA for TSP, respectively. Section 4 introduces a hybrid algorithm
named DSOS-LBSA. Experimental results and discussion are presented in Sect. 5, and
finally, Sect. 6 provides concluding remarks.

2 A Discrete Symbiotic Organisms Search Algorithm for TSP

A discrete symbiotic organisms search (DSOS) algorithm is a discrete version of the SOS
algorithm. In [3], the transformation methodology is based on the MATLAB function
round. Here we introduce another control mechanism to assure a Hamiltonian cycle
(HC) is completed. In case the HC is not completed, that is, numerical computation
with the round function do not provide HC, then the additional control mechanism is
activated. That new control mechanism is the ranking of vertices. In that manner, a HC
is guaranteed for all transformations.

The DSOS starts by first randomly generating » number of organisms to populate the
ecosystem. Each organism in the ecosystem represents a feasible solution with a fitness
function. The search for the best solution starts after the organism with the best fitness
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function is found. Subsequently, the current best organism is updated in each evaluation
phase of the algorithm, following a common symbiosis strategy. The three phases of
symbiosis include mutualism, commensalism, and parasitism phase. The new organism
is accepted to be included in the population only if it has a better fitness function than
the previous organism. The search is iteratively repeated until the termination condition
is reached. Two main parameters define computation time during the search. Those are
outer and inner loop. The outer loop represents maximal number of iterations. The inner
loop corresponds to the ecosystem size.

In the following subsections, we describe the mutualism phase, commensalism phase,
and parasitism phase in more detail.

2.1 Mutualism Phase

In this phase, a mutualism operator is activated to produce new organisms. First, the
organism X; | <;<p from the ecosystem (m is defined number of organisms) is observed
and another random organism Xj 1 <j<m j=; from the ecosystem is selected for the inter-
action. The current best organism Xp,, is also used during a mutualistic relationship. The
objective is to produce new organisms with better chances for survival in the ecosystem.
Those new organisms are meant to learn from each other as well as from the Xp,5,. The
two new organisms, X; ey and X; e, are computed according to formulas (1) and (2),

respectively.
Xi +X;
Xi_new = Xi + rand (0, 1) x | Xpesr — T X o (D
Xi +X;
Xi new = Xj + rand (0, 1) x | Xpesr — T x p (2

In formulas (1) and (2), the function rand generates a random value between O and 1,

the term X";Xj represents the relationships between X; and X;, and expressions « and
denote the mutual benefit factors, which represent the level of benefit that both X; and X;
derive from the mutual association. Factors o and f are calculated using the following
expression @ = B = 1 + round[rand(0, 1)]. The new organisms X; ., and X; ;. are
retained only if they provide better values of fitness function than X; and Xj, respectively.

2.2 Commensalism Phase

In this phase, a commensalism operator is activated to produce new organism. Similar
to mutualism phase, X;, X;, and Xp,, are first determined. The relationship interaction
is such that only X; tries to benefit from the interaction. The new organism, X; ;e 1S
computed according to formula (3).

Xi_new = Xi + rand (—1, 1) x (Xpes: — X;) 3)

In formula (3), the function rand generates a random value between -1 and 1 and the term
(Xbm - Xj) represents the benefit provided by the organism X; to improve organism X;.
The new organisms X; ., is retained only if it provides better values of fitness function
than organism X;.
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2.3 Parasitism Phase

In this phase, a parasitism operator is activated to produce new organism. First, a parasite
vector X, is generated by mutating X;, that is X; serve as a host to the Xj,,. Then, the
organism X | <j<m,j=i i selected for comparison. The assessment of a new organism
X), is performed in a way that if the value of its fitness function is better than the value
of the fitness function of an organism X; then the organism X,,, will be retained in the
ecosystem. Here we used the three operators, named swap, inversion, and insertion, as
parasitism operators. These operators were proposed by [12] and only one of them is
used for computation based on a generated random value and defined probabilities for
each operator.

3 A List-Based Simulated Annealing Algorithm for TSP

The LBSA algorithm is introduced to overcome the premature convergence of DSOS,
that is, to try to escape the search being trapped into local optimum. Here we describe
the pseudocode for the LBSA algorithm for TSP (Algorithm 1).

Algorithm 1 LBSA for TSP

1: Calculate the best current solution (parameter x = BestCurr) found by DSOS;
2: Generate an empty initial temperature list (parameter L) and the list length Lmax
3: Initialize the initial acceptance probability (parameter po)

4: Initialize an empty new population (parameter Prnew)

5:  Initialize the number of inner and outer loops (parameters M and K)

6: fori=1toK

7: Fetch the maximum temperature from the list L: parameter t,,, 4,

8: ¢ =0 % number of acceptances of bad solutions

9: teum = 0 % temperature level summation

10: forj=1to M

11: Apply inverse, insert, swap operator and create a neighbor solution y
12: if F) < F(x)

13: x = y; Append Pnew with x

14: else

15: p = e UO=f)/tmax 9 p is the acceptance probability

16: Generate a random number r € [0,1)

17: ifr<p

18: c=c+1

19: tsum = toum + (_(f(Y) - f(x)) / ln(r))

20: x = y; Append Pnew with x

21: end if

22: end if

23: end for

24: ifc~=0

25: Delete the highest temperature in L

26: Append L with tg,,, / €

27: end if

28: end for

29: return Pnew
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We used the LBSA to capture the best solution found during the search. The mecha-
nism that triggers the LBSA is defined on the basis of predefined number of generations
in which search does not progress. The main parameters of the LBSA are: pg, Lyx, K,
and M. Zhan et al. [14] showed that the performance of the LBSA is not too sensitive
to the initial temperature values and the length of the temperature list, while it is highly
sensitive to the parameters of inner and outer loops. Considering that the LBSA can be
time consuming when combined with the DSOS, values for parameters K and M should
be carefully selected.

4 A Hybrid DSOS-LBSA Algorithm for TSP

The hybrid DSOS-LBSA algorithm starts by first randomly generating n/2 number of
organisms to populate the first half of ecosystem. The second half of ecosystem is popu-
lated with organisms generated using Arbitrary insertion algorithm (AIA). An arbitrary
insertion algorithm (AIA) was proposed by Rosenkrantz et al. [11].

In the remainder of this section we describe the pseudocode for the hybrid DSOS-
LBSA (Algorithm 2).

Algorithm 2 Hybrid DSOS-LBSA for TSP

1: [Initialize first half of the ecosystem: randomly created feasible solutions
2: Initialize second half of the ecosystem: the use of Arbitrary insertion algorithm
3: Initialize ecosystem size (parameter eco_size)

4: Initialize maximum iteration (parameter MaxlIter)

5:  Define the best solution found for a specific instance (parameter OPTinstance)
6: Search the current best solution from X (parameter Xbes?)

7: for i=1to Maxlter

8: for j=1to eco_size

9: Mutualism phase

10: Commensalism phase

11: Parasitism phase

12: Update Xbest

13: if Xbest ==OPTinstance

14: return Xbest

15: end if

16: if Xbest is not improved after predefined number of generations
17: Apply LBSA and capture new Xbest new if found

18: Xbest «— Xbest_new

19: end if

20: end for

21: end for

22: return Xbest

First, the initial ecosystem is produced using randomly generated organisms and
organisms produced using AIA algorithm (Lines 1-2). The idea of using the AIA is to
produce organisms with better fitness function compared to those that are generated ran-
domly. The diversity of the first population is provided with randomly created organisms.
Then, other setup parameters are defined (Lines 3-5) and fitness function is calculated
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(Line 6). After that, for each iteration the search is performed using mutualism phase,
commensalism phase, and parasitism phase (Lines 9—11). If the optimum solution is
found, the algorithm is terminated (Lines 13—15). In case that after a predefined number
of generations the search in DSOS does not progress, the LBSA is applied (Lines 16—
19). The LBSA aims at finding the new best organism for setup parameters. Algorithm
returns the best solution found during the search (Line 22).

5 Computational Results and Discussion

In order to demonstrate the effectiveness and performance of the hybrid DSOS-LBSA,
we have implemented the proposed algorithm in the MATLAB environment and the
experiments are run on a desktop computer with an Intel Core 15-2400, 3.1 GHz proces-
sor with 8GB RAM. The TSP experimental data sets used in this paper were obtained
from MP-TESTDATA, which covers the following: (1) the TSPLIB symmetric TSPs
and the best-known solutions for symmetric TSPs and (2) the TSPLIB asymmetric TSPs
and the best-known solutions for asymmetric TSPs [10].

5.1 Parameter Settings

The parameter selection may significantly influence the solution’s quality of each algo-
rithm performance. In the hybrid DSOS-LBSA, the parameter configurations used for
the proposed DSOS and LBSA is presented in Table 1.

Table 1. The parameter settings for both DSOS and LBSA

DSOS LBSA

Parameter Value | Parameter | Value
Maxlter 500 Lmax 40
eco_size 50 po 0.9
Swap prob. factor 0.2 K 800
Inverse prob. factor | 0.5 M 400
Insert prob. factor 0.3

For symmetric instances, the DSOS-LBSA algorithm was executed 20 times for each
instance in order to make comparison with the GA-TCTIA-LBSA algorithm [4] and the
EW-DHOA algorithm [9]. For asymmetric instances, the DSOS-LBSA algorithm was
executed 30 times for each instance in order to make comparison with the GA-TCTIA-
LBSA algorithm [4] and the HHS algorithm [1]. In the DSOS-LBSA algorithm, we used
an additional parameter to track the number of generations in DSOS without improve-
ment. This parameter is set to 50. When that value is reached, the LBSA algorithm is
applied and the search for the improved solution is triggered.
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5.2 Computational Results and Analysis

The obtained results for 15 symmetric TSP instances and 9 asymmetric TSP instances
are presented in Table 2 and Table 3, respectively. Tested TSP symmetric instances range
from 48 to 1002 cities and tested TSP asymmetric instances range from 33 to 443 cities.

The obtained results from the proposed hybrid DSOS-LBSA algorithm are com-
pared with the results obtained from the GA-TCTIA-LBSA algorithm [4], the EW-
DHOA algorithm [9], and the HHS algorithm [1].

Table 2. Comparison results between the proposed DSOS-LBSA and EW-DHOA and GA-
TCTIA-LBSA on 15 symmetric benchmark instances from TSPLIB

EW-DHOA [9] GA-TCTIA-LBSA [4] DSOS-LBSA

Instance Best Mean PDav Best Mean PDav Best Mean PDav
Att48 33520 33557 0.11 33522 33566.10 0.13 33522 33561.10 0.12
Eil51 437.59 469.45 10.20 426 426.65 0.15 426 426.30 0.07
St70 714 729 8.00 675 675.50 0.07 675 677.35 0.35
Eil76 601 618 14.87 538 543.60 1.04 538 540.35 0.44
KroD100 21294 21340 0.22 21294 21318.10 0.11 21294 21379.35 0.40
Eil101 688.99 703.2 11.80 629 634.75 0.91 629 634.50 0.87
Lin105 14400 14400 0.15 14379 14385.10 0.04 14379 14390.95 0.08
Chl130 6135.9 6181.8 1.18 6110 6183.95 1.21 6147 6204.80 1.55
KroA150 26524 26566 0.16 26525 26816.95 1.10 26771 27012.30 1.84
Rat195 2318.3 2343.8 1.10 2363 2409.35 3.72 2366 2396.35 3.16

KroA200 29375 29410 0.14 29550 29808.10 1.50 29858 30185.25 2.78
Lin318 42029 42059 0.07 42919 43582.20 3.69 42685 43042,55 241

Rat575 6770 6840 1.03 7141 7178.85 5.99 7028 7091.6 4.75
Rat783 8800 8840 0.45 9321 9408.65 6.84 9288 9373.95 6.45
Pr1002 259000 259000 0 272724 274804.60 6.08 275258 27894425 7.70
Average of PDav(%) 3.30 2.17 2.20

Optimal values: Opt(Att48)=33522; Opt(Eil51)=426; Opt(St70)=675; Opt(Eil76)=538; Opt(KroD100)= 21294;
Opt(Eill01)=629;  Opt(Lin105)=14379;  Opt(Ch130)=6110;  Opt(KroA150)=26524;  Opt(Rat195)=2323;
Opt(KroA200)=29368; Opt(Lin318)=42029; Opt(Rat575)=6773; Opt(Rat783)=8806; Opt(Pr1002)=259045.

Table 3. Comparison results between the proposed DSOS-LBSA and HHS and GA-TCTIA-
LBSA on 9 asymmetric benchmark instances from TSPLIB

HHS [1] GA-TCTIA-LBSA [4] DSOS-LBSA
Instance Best Mean PDav Best Mean PDav Best Mean PDav
ftv33 1286 1310.83 1.93 1286 1286.00 0 1286 1312.43 2.05
ftv38 1532 1542.23 0.80 1530 1540.97 0.72 1530 1554.9 1.63
ft53 7135 7336.10 6.24 6905 7029.30 1.80 7049 7297.17 5.68

krol124p 37262 38540.63 6.38 36241  36625.10 1.09 37085 38159.3 5.32
ftv170 3047 3221.43 16.93 2838 2926.73 6.23 3063 3167.23 14.96
rbg323 1477 1537.00 1591 1376 1409.37 6.29 1349 1366.13 3.03
rbg358 1369 1414.37 21.61 1228 1249.93 7.47 1186 1204.50 3.57
rbg403 2572 2625.07 6.49 2470 2483.43 0.75 2465 2468.87 0.16
rbg443 2862 2921.90 7.42 2731 2749.53 1.09 2720 2726.83 0.25

Average of PDav(%) 9.30 2.83 4.07

Optimal values: Opt(ftv33)=1286; Opt(ftv38)=1530; Opt(ft53)=6905; Opt(krol124p)=36230; Opt(ftv170)=2755;

Opt(rbg323)=1326; Opt(rbg358)=1163; Opt(rbgd03)=2465; Opt(rbgd43)=2720.
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In Table 2, the computed cumulative average percentage of the deviation (PDav)
of the DSOS-LBSA packing for the 15 TSP symmetric instances is very similar to the
GA-TCTIA-LBSA [4] and slightly better than the EW-DHOA [9]. Although the EW-
DHOA [9] presented the worst performance of all three compared algorithms in terms
of the PDav, at the same time, it exhibits the best results for instances greater than 130
cities. If we compare PDav for individual instances, the proposed DSOS-LBSA shows
better results than the GA-TCTIA-LBSA [4] for 8 out of 15 tested instances. However,
the proposed DSOS-LBSA shows better results than the EW-DHOA [9] only for 5 out
of 15 tested instances. In terms of the quality of the best solution found the proposed
DSOS-LBSA and the GA-TCTIA-LBSA [4] show similar results. The EW-DHOA [9]
displays promising results for large-size TSP instances. In particular, the EW-DHOA [9]
exhibits the optimal results for all tested instances greater than 200 cities.

In Table 3, the computed cumulative PDav of the DSOS-LBSA for the 9 TSP asym-
metric instances is worse than the GA-TCTIA-LBSA [4] and better than the HHS [1].
If we compare PDav for individual instances, the proposed DSOS-LBSA shows better
results than the GA-TCTIA-LBSA [4] only for 4 out of 9 tested instances. However,
the proposed DSOS-LBSA shows better results than the HHS [1] for 7 out of 9 tested
instances. In terms of the quality of the best solution found the proposed DSOS-LBSA
exhibits the best results. In particular, the DSOS-LBSA displays promising results for
large-size TSP instances.

6 Conclusion and Future Work

In this study, the hybrid DSOS-LBSA is proposed to solve symmetric and asymmetric
TSPs. The DSOS is used to improve current best solution in each iteration. In case the
search becomes trapped into local optimum, the LBSA is introduced to try to improve
the current best solution. In addition, the AIA is introduced to produce organisms for
the initial ecosystem. The presented algorithm is tested using 24 benchmark instances
ranging from 33 to 1002 cities. The overall results demonstrate that the proposed DSOS-
LBSA exhibits promising results, particularly for small-sized symmetric TSP instances
and large-sized asymmetric TSP instances.

The obtained results from the proposed DSOS-LBSA algorithm could have appli-
cation in various industries, such as logistics and shipping in general. The asymmetric
TSPs directly correspond to real-life situations in the cities with one-way or temporarily
closed streets.

The future work could focus on extending the research on different strategies of
how to improve local search in order to increase the convergence speed of the pro-
posed algorithm. In addition, the computational results section can be extended with the
results of some new algorithms and the parameter computational time complexity can
be considered for all compared algorithms.
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Abstract. The Next Release Problem (NRP) is a combinatorial opti-
mization problem that aims to find a subset of software requirements to
be delivered in the next software release, which maximize the satisfac-
tion of a list of clients and minimize the effort required by developers to
implement them. Previous studies have applied various metaheuristics
and procedures, being many of them evolutionary algorithms. However,
no Estimation of Distribution Algorithms (EDA) have been applied to
the NRP. This subfamily of evolutionary algorithms, based on probabil-
ity modelling, have been proved to obtain good results in problems where
genetic algorithms struggle. In this paper we adapted two EDAs to tackle
the multi-objective NRP, and compared them against widely used genetic
algorithms. Results showed that EDA approaches have the potential to
generate solutions of similar or even better quality than those of genetic
algorithms in the most crowded areas of the Pareto front, while keeping
a shorter execution time.

1 Introduction

Successfully managing software releases is one of the major challenges in Software
Engineering. As the product goal grows and project scope gets expanded, the
difficulty of delivering to clients what is needed increases substantially. Clients
interests are usually defined in terms of software requirements, and these software
requirements are built based on clients interests. Thus, when there is more than
one client, their concerns are usually different or even opposed. Furthermore,
complexity of requirements has to be taken into account, in order to not sur-
pass development capacity at each iteration of the development cycle. Finally,
the problem can get even more complex if the possible dependencies between
requirements are taken into account.

This problem, named NRP, pursues finding a set of requirements for a release
that satisfy clients as much as possible and optimize development efforts. This
is a NP-hard problem which does not have a unique and optimal solution, and
is usually solved manually by experts judgement. Given that solving the NRP
is critical for a software project success, and that it has to be solved iteratively
every time a release is planned, it is an interesting candidate to be automated
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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by means of optimization methods. In previous works, different search tech-
niques have been proposed to tackle the NRP. Most of them are based on meta-
heuristic techniques, being evolutionary algorithms the ones that showed best
performance. In this paper, we introduce the possibility of applying Estimation
of Distribution Algorithms (EDA) to the NRP. As a first approach, we have
applied two univariate EDAs, and compared them against widely used genetic
algorithms (GA). Experimentation results show that EDAs can be successfully
applied to the NRP and, while evolved populations are not covering all search
space areas, they can overcome GAs solutions in specific sections of the space.

The rest of the paper is structured as follows. In Sect.2, a summary of
previous works and applied procedures is made. Section 3 introduces EDA and
describes our two proposed algorithms and solution encoding. Then, in Sect. 4,
the evaluation setup is described, listing the algorithms, datasets and method-
ology used. Section5 presents and discusses the results of the experimentation.
Finally, Sect. 6 summarizes the conclusions of this study and introduces potential
lines of research.

2 Next Release Problem

2.1 Related Work

The solution of the NRP is one of the applications of the field of Search-Based
Software Engineering (SBSE), where Software Engineering related problems are
tackled by means of search-based optimization algorithms.

The NRP was firstly formulated by Bagnall et al. [2]. In its definition, a
subset of requirements has to be selected, having as goal meeting the clients
needs, minimizing development effort and maximizing clients satisfaction. They
applied a variety of metaheuristics techniques, such as simulated annealing, hill
climbing and GRASP, but combining the objectives of the problem into a single-
objective function.

Other works started formulating the NRP as a multi-objective optimization
(MOO) problem, being the first one the proposal of Zhang et al. [15]. This
new formulation, Multi-Objective Next Release Problem (MONRP) was based
on Pareto dominance [4] and is formally defined in Sect.2.2. In their proposal,
they tackled each objective separately, exploring the non-dominated solutions
(NDS). Finkelstein et al. [7] also applied multi-objective optimization considering
different measures of fairness. All these studies applied evolutionary algorithms,
such as ParetoGA and NSGA-II [5] to solve the MONRP.

Although EDA approaches have been applied to SBSE problems, none has
been used to tackle the NRP, to the authors’ knowledge. From the most recent
reviews, in Ramirez et al. [12] only an EDA application to software testing [13]
is referenced; and in Gupta et al. [9] and Alba et al. [1] EDA approaches are not
mentioned or matched to any solution of the NRP. Thus, we find it of interest
to develop new EDA-based algorithms to be applied to the NRP.
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Comparison among study proposals has been generally carried out by ana-
lyzing the Pareto fronts and execution time returned by the algorithms. How-
ever, later works started using a set of numerical metrics that evaluate different
features of the Pareto fronts. Most studies compare the metrics obtained from
their proposals against those obtained by other algorithms commonly applied to
MOO, analyzing the performance and the advantages and weaknesses of using
each algorithm to solve the MONRP. Based on this, we provide a similar com-
parison framework for our proposal.

2.2  Multi-objective Next Release Problem

As mentioned in the introduction, the NRP requires a combinatorial optimiza-
tion of two objectives. While some studies alleviate this problem by adding an
aggregate (Single-Objective Optimization), others tackle the two objectives by
using a Pareto front of NDS, using multi-objective optimization (MOO).

In MOO, there is no unique and optimal solution, but a Pareto front of NDS
[4]. The Pareto front is a vector or set of configuration values for the decision
variables that satisfies the problem constraints and optimizes the objective func-
tions. Thus, the Pareto front contains a set of solutions that are not dominated

by any other. Given a solution vector & = [x1, %9, ..., ;] where j is the num-
ber of problem objectives, it dominates a solution vector y = [y1,y2,...,y;] if
and only if y is not better than = for any objective ¢ = 1,2,..., 7. In addition,

there must exist at least one objective x; that is better than the respective y;
of y. Conversely, two solutions are non-dominated as long as neither of them
dominates the other.

Defining the NRP as a multi-objective optimization problem gives the advan-
tage that a single solution to the problem is not sought, but rather a NDS set.
In this way, one solution or another from this set can be chosen according to the
conditions, situation and restrictions of the software product development. This
new formulation of the problem is known as MONRP.

The MONRP can be defined by a set R = {r1,r2,...,r,} of n candidate
software requirements, which are suggested by a set C' = {c1,¢2,...,¢n} of m
clients. In addition, a vector of costs or efforts is defined for the requirements in
R, denoted E = {ej, e, ..., e,}, in which each e; is associated with a requirement
r; [10]. Each client has an associated weight, which measures its importance. Let
W = {wi,ws,...,w,} be the set of client weights. Moreover, each client gives
an importance value to each requirement, depending on the needs and goals
that this has with respect to the software product being developed. Thus, the
importance that a requirement r; has for a client ¢; is given by a value v;;, in
which a zero value represents that the client ¢; does not have any interest in
the implementation of the requirement r;. A m x n matrix is used to hold all
the importance values in v;;. The overall satisfaction provided by a requirement
rj is denoted as S = {s1,s2,...,s,} and is measured as a weighted sum of
all importance values for all clients, that is: s; = Z:’;l w; X v;5. The MONRP
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consists of finding a decision vector X, that includes the requirements to be
implemented for the next software release. X is a subset of R, which contains
the requirements that maximize clients satisfaction and minimize development
efforts.

The MONRP objectives are the following:

Mazimize S(X) = Z s;  Minimize E(X) = Z e; (1)
JjEX jEX

In addition, requirements in vector X might have to satisfy the constraints of
the problem. These constraints are related to the interactions between require-
ments and to the total effort of the development.

3 Proposal: Univariate EDAs for the MONRP

EDAs are evolutionary algorithms based on probabilistic modelling and were
designed as an alternative to genetic algorithms (GAs). As GAs, EDAs are
population-based algorithms, however instead of relying upon the goodness of
genetic operators, EDAs apply a more normative approach, which consists of
learning a probability distribution from a set of promising individuals of the
current population and sampling the estimated distribution in order to obtain
the next population [11]. As no crossover nor mutation operator is needed, the
number of hyperparameters decreases, thus simplifying their configuration. The
complexity of an EDA is related with the degree of explicit interrelations (depen-
dencies) it allows. Thus, in univariate EDAs no explicit dependency is allowed
and interrelations are implicitly catched by the evaluation function (as in GAs),
but when multivariate EDAs are used, the dependencies among the variables are
explicitly modeled.

Formally, univariate EDAs assume that the n-dimensional joint probability
distribution (JPD) factorizes like a product of n univariate and independent
probability distributions, that is p;(z) = [, pi(z;). Thus framework fits well
in our goal for this study as we are tackling the MONRP without dependencies
between requirements, therefore we propose to adapt two univariate EDAs to
work in the domain of this multi-objective problem: UMDA and PBIL. Before
describing each algorithm, let us to consider some common issues: an individual
is represented by a vector of booleans of length n, where each value indicates the
inclusion or not of a requirement of the set R; both the satisfaction and effort
of each requirement are scaled using a min-max normalization; since we only
consider univariate EDA, we have not modeled cost restrictions nor interactions
between requirements (as in related works [6,7,15]); finally, as we are tackling the
MONRP, algorithms must return only NDS, so at each iteration of the execution
algorithms update a NDS set with the new generated individuals.
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Algorithm 1. MONRP-UMDA pseudocode

procedure MONRP-UMDA (maxGenerations)
nds «— 0 > empty set of non-dominated solutions
P — generateRandomPopulation()
for i = 0 to maxGenerations do
individuals < selectIndividuals(P)
probModel «— learnProbModel(individuals)
P — sampleNewPopulation(probM odel)
evaluate(P)
nds < updateNDS(P, nds)
end for
return nds
end procedure

3.1 MONRP-UMDA

In Univariate Marginal Distribution Algorithm (UMDA) [11, Chapter 3] the JPD
is factorized as the product of marginal distributions: p;(z;0') = [}, pi(z; 0%).
The MONRP-UMDA (Algorithm 1) starts creating a random population and,
at each generation, it selects the non-dominated individuals of the population,
learns the probability model p; from them, and samples a new population using
p;. Finally, new individuals are evaluated and the global NDS set updated by
adding the new non-dominated individuals found. After execution, it returns the
NDS set.

3.2 MONRP-PBIL

Probability Based Incremental Learning (PBIL) [11, Chapter 3] combines the
mechanisms of a generational GA with simple competitive learning. Differently
to UMDA, in which populations are transformed into a probability model whose
only purpose is to sample new populations, PBIL algorithm attempts to create
a probability model which can be considered a prototype for high evaluation
vectors for the function space being explored. In a manner similar to the train-
ing of a competitive learning network, the values in the probability model are
gradually shifted towards representing those in high evaluation vectors.
MONRP-PBIL (Algorithm 2) is quite similar to MONRP-UMDA, except
in the updating of the probabilistic model. First, instead of selecting always the
best individual found so far, at each iteration we randomly sampled an individual
from the NDS set. Then, we update the probability model (vector) in two steps:

(1) V; = V;- (1.0 — LR) + bestIndividual; - LR, being i the i*" gene position, and
LR the learning rate hyperparameter, ranging from 0 to 1.

(2) If (Probrand < Probmyt): Vi =V;- (1.0 = MS) +r- MS, r being a random
number € {0,1} and M S the mutation shift hyperparameter, ranged from 0
to 1.
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Algorithm 2. MONRP-PBIL pseudocode

procedure MONRP-PBIL(maxGenerations, LR, Probmut, M S)
nds «— 0 > empty set of non-dominated solutions
probModel «— initProbModel() > set all vector initial values to 0.5
for i = 0 to maxGenerations do
P — sampleNewPopulation(probM odel)
evaluate(P)
bestInd < selectBestIndividual(P)
probModel «+— updateProbModel(probModel, bestInd, LR, Probmu:, M S)
nds «— updateNDS(P, nds)
end for
return nds
end procedure

4 Experimental Evaluation

In this section, we present the experimental method used in the evaluation. Then,
we describe other algorithm approaches used to be compared against our pro-
posal, along with the datasets used to evaluate the algorithms. The source code
for the algorithms, implemented in Python 3.8.8, along with the experimentation
setup and datasets used is available at the following repository: https://github.
com/uclm-simd /monrp/tree/soco22.

4.1 Algorithms

Our experimentation framework includes the following algorithms to compare
performance and effectiveness of the two multi-objective univariate EDA ver-
sions:

e Random search. This is a baseline algorithm, expected to be outperformed
by all algorithms. The procedure generates as many random solutions as the
maximum number of evaluation functions specified. Then, it returns the NDS
set.

e Single-Objective GA. It combines the two objective functions of the
MONRP into a single objective. Then, updates the NDS set with new indi-
viduals after each generation.

e NSGA-II. The Non-dominated Sorting Genetic Algorithm-II [5] is a state-
of-the-art multi-objective GA. It uses elitism and ranks each individual based
on the level of non-dominance.

The ranges of parameters used in the experimentation for each algorithm are

described in Sect. 4.3, for further detail.

4.2 Datasets

Algorithms performance has been tested using two widely used public datasets
(P1 and P2), taken from previous NRP works. Due to the lack of datasets with
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high number of clients, we decided to create another one (S3) synthetically,
to test algorithms in a significantly larger instance. Dataset P1 [8] includes 20
requirements and 5 clients. Dataset P2 [14] includes 100 requirements and 5
clients. Dataset S3 includes 140 requirements and 100 clients. Each dataset con-
tains a set of proposed requirements, defined by a vector of efforts, one effort
value for each requirement. Clients are also included, defined by a vector of
importances. The priority that each client gives to each requirement is also
contained in the dataset, by means of a matrix of values in which each value
represents the importance of a requirement for a client.

4.3 Methodology

We tested a set of hyperparameter configurations for each algorithm and dataset.
Each configuration was executed 10 times.

For the Single-Objective GA and NSGA-II, populations were given values in
the range 20 to 200 and number of generations took values among 100 to 2000.
Crossover probabilities were assigned values among 0.6 to 0.9 and mutation
probabilites in the range from 0 to 1. Both algorithms used a binary tournament
selection, a one-point crossover scheme and an elitist replacement scheme. Both
EDA approaches used population sizes and number of generations among 50 to
200. UMDA used two replacement schemes: a default one and an elitist replace-
ment. PBIL used learning rates, mutation probabilities and mutation shifts with
values between 0.1 to 0.9.

The stop criterion used by other works [3,14,15] is the number of function
evaluations, commonly set to 10000. To adapt our experiments to this stop cri-
terion, we restricted the execution of our algorithms to: Pop. size * #Gens. <
10000.

We normalized datasets satisfaction and effort values, scaling them between
0 and 1. To evaluate the results, we compared the obtained Pareto fronts and a
set of metrics. These metrics are quality indicators of the results generated by
the algorithms and their efficiency: Hypervolume (HV), A-Spread, Spacing and
execution time.

Mean values of these metrics have been calculated and compared pairwise
between algorithms using a non-parametric statistical test, more specifically, the
Mann-Whitney U test with Holm correction for multiple comparison. This is
a non-parametric statistical hypothesis test that allows to assess whether one
of two samples of independent observations tends to have larger values than
the other. All the experiments were run in the same runtime environment. The
machines used had 32 Gb RAM, of which only 8 Gb were used, and two 3.00 GHz
4-core Intel Xeon E5450 processors. The operating system used was a CentOS
Linux 7 with a 64-bit architecture.
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5 Results and Analysis

5.1 Best Configurations

The Single-Objective GA’s best hyperparameter configuration includes a popu-
lation size of 100 individuals, a number of generations of 100 (maximum number
to stay under the 10,000 limit) and a P. = 0.8. The mutation operator that
showed a better performance was the flip1bit. This operator gives a chance of
flipping only one bit of the booleans vector. The best-performing probability is
P,, = 1, which means that we always mutates one random bit of each individ-
ual. That probability is equivalent to using P, = % at gene level, n being the
number of genes (scheme used in [14]). The best hyperparameter configuration
for the NSGA-II used a population size of 100 individuals and 100 generations.
The best crossover probability (P.) was the lowest, 0.6, and the best mutation
operator was the flip1bit, using a P, = 1.

Regarding UMDA, best hyperparameter configuration included a population
size of 200, 50 generations and an elitist replacement scheme. With the upper
limit of individual evaluations set and the datasets used, it seemed to generate
better results when setting a higher population size than increasing the number of
generations. Regarding the replacement scheme, elitism tends to produce wider
Pareto fronts.

With respect to PBIL, a population size and number of generations of 100
was used, with learning and mutation rates of 0.5 and a mutation shift of 0.1. In
this case, population size and number of generations did not show a significant
difference in performance. However, learning rate and mutation configurations
did affect the results. A higher learning rate than 0.5 caused the algorithm to
underperform. Mutation worked similarly, enhancing results when increasing the
probability up to a limit, and generating worse results with probability values
above 0.5. For the mutation shift, high values showed bad performance, indicat-
ing that high variations in PBIL probability vector are not suiting this problem.

5.2 Pareto Front Results

To analyze Pareto front results, a random execution of the best algorithm con-
figurations is plotted for each dataset (see Fig.1). Single-Objective GA shows
bad performance, being similar to that of the random procedure. This occurs
due to the low number of generations set to keep the maximum number of func-
tion evaluations. Configuring a number of generations of one or two magnitude
orders higher increases the quality of its Pareto front. Regarding the Pareto front
distribution, the GA’s aggregation of objectives biases the search, leaving unex-
plored areas. NSGA-II generates Pareto fronts of better quality: better solutions
and more distributed along the search space. As expected, the crowding opera-
tor of the algorithm helps exploring the search space. However, as the dataset
size increases, its performance decreases significantly. The reason is the limited
number of generations, as this algorithm is expected to perform better in larger
datasets when compared against other search methods. Regarding EDAs, for
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Fig. 1. Results from best configuration of each algorithm for datasets P2 (left) and S3
(right).

datasets P2 and S3 both algorithms struggled to generate a wide Pareto front.
In the case of UMDA, it tends to group the best solutions in a certain area of
the space, presumably where the probability vector drifted. In the remaining
areas of the Pareto, only the random initial solutions are found, which were
never updated by the algorithm. Regarding PBIL, as it does not generate an
initial set of random solutions, but an initial vector, it did not create solutions
in other areas of the space apart from the region were the probability vector
was focused. It is interesting to highlight that both EDAs are unable to generate
wide, high-quality Pareto fronts. Instead, both algorithms focused on a small
region of the search space, progressively restricting the area with more consecu-
tive generations, caused by the probability vector values stabilizing at extreme
probabilities for 0 or 1 values. Despite this effect, it is worth mentioning that
both EDAs have been able to overcome the Pareto front solutions returned by
NSGA-II in the most balanced area of the heap.

5.3 Metrics Results

The mean values of the metrics obtained for each algorithm and dataset after
10 independent executions have been statistically compared, as explained in
Sect. 4.3. Each metric mean value has been compared pair-wise between algo-
rithms, denoting the best value in bold and indicating the values that are sta-
tistically worse (P < 0.05) with a | symbol, as depicted in Table 1.

For the HV metric, NSGA-II obtained the best possible value for dataset P1,
but UMDA generated best results for the other two datasets. This is caused by
the initial random solutions generated. PBIL did not obtain a high HV met-
ric for large datasets. For the A-Spread metric, best values were achieved by
the Single-Objective GA for P1 and P2 datasets, but PBIL reached the lowest
(best) A-Spread in dataset S3. Regarding Spacing, no EDA approach could sur-
pass NSGA-II values, both algorithms obtaining similar results for each dataset.
Finally, regarding execution time, EDA approaches resulted to run very fast,
being PBIL the fastest algorithm for all datasets. These results show that EDA
can lead to a very efficient and specific search through the Pareto front, being
quicker than GAs to generate and evolve solutions, thanks to the simplified
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Table 1. Average metrics of the best hyperparameter configurations for each algorithm
and dataset

Dataset | Algorithm HV A-Spread | Spacing | Execution time (s)
P1 Single-Objective GA | 0.594] | 0.615 0.323] |17.967]
NSGA-II 1.000 | 0.963] 0.382 |180.991|
UMDA 0.878] 1 0.744] 0.330] |5.494|
PBIL 0.554] | 0.692] 0.316] |3.036
P2 Single-Objective GA | 0.157] | 0.637 0.128| |82.713]
NSGA-II 0.407] | 0.969] 0.245 | 616.415]
UMDA 0.975 | 1.008] 0.111] |21.489]
PBIL 0.138] 1 0.670 0.114] |4.099
S3 Single-Objective GA | 0.102] | 0.720 0.105] | 125.702]
NSGA-II 0.286] | 0.970] | 0.206 |859.928]
UMDA 0.981 | 1.025] 0.103] |23.079]
PBIL 0.089] | 0.678 0.105] |3.802

methods they use, most of them applied only to the probability vector, instead
of to the population.

6 Conclusions and Future Works

In this work, we have presented new algorithm proposals to the MONRP field,
introducing the application of EDA techniques. Formerly, this problem has been
commonly tackled by means of evolutionary algorithms, mainly GAs. This has
been the first time that the EDA family of algorithms has been used to solve
MONRP. For this purpose, we have considered the use of univariate EDAs as a
first approach. In this paper we have adapted UMDA and PBIL algorithms and
compared them against two GAs (Single-Objective GA and NSGA-II) by means
of Pareto front results and quality metrics. Our proposals were able to overcome
GAs in the most crowded regions of the Pareto front, despite generating low-
quality or no solutions in other areas of the search space. Regarding quality
metrics, our EDA proposals have been able to get rather good results compared
to those of the GAs, showing the best performance in the execution time. Future
research will focus on the applicability of multivariate EDA algorithms, aiming
to manage the MONRP with modeled dependencies between requirements.

Acknowledgements. This work has been partially funded by the Regional Govern-
ment (JCCM) and ERDF funds through the projects SBPLY/17/180501,/000493 and
SBPLY//21/180501/000148.
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Abstract. The critical node detection is a computational challenging
problem with several applications in biology, sociology, etc. Minimizing
the pairwise connectivity after removing k critical nodes is one of the
most studied problem. In this paper we approach this problem by using
a standard Extremal Optimization algorithm, and another variant with
incorporated network shifting mechanism. Network centrality measures
are used to speed up the search, the variants are analyzed on synthetic
and real-world problems. Numerical results indicate the potential of the
proposed approach.

1 Introduction

Complex networks have gained a lot of interest since random scale-free networks
were introduced [5], having a wide range of applications. Network formation
problem [27], the graph partitioning problem [9] or the influence maximization
problem [11] are some of the problems that attempt to better explain complex
networks. The critical node detection problem, a subclass of the node deletion
problem [16], is an important problem in complex networks. When using different
measures, the nodes of a network may have different importance. The problem
of identifying important nodes in a network according to the network measure
used can be a computationally challenging task, as the importance may vary
with the measure used.

The critical node detection problem (CNDP) in a network is: find a set of
k nodes, from the given network, that when deleted will maximally degrade
the network according to a given measure o(G). Due to its large applicability,
CNDP has gained popularity; such applications are in network immunization
[13], network risk management [3], social network analysis [8], etc. In [14,17], the
measure o uses different network centrality measures (e.g. betweenness centrality,
closeness centrality, page rank) to explore the node importance.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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In this article we study the pairwise connectivity as a measure of node impor-
tance for the CNDP (presented in more detail in the next section). The main
goal of the article is to propose an Extremal Optimization (EO) based approach
to solve the problem. To variants of the EO algorithms are proposed, a simple
one and a noisy based approach. We study four different variants for the selection
processes (for both EO variants) based on different graph centrality measures.

Section 2 describes the problem studied and related work. The next section
presents the proposed Extremal Optimization algorithm. The fourth section
describes numerical experiments and comparisons with other algorithms. The
last section presents conclusions and further work.

2 Related Work and Problem Formulation

Based on the detailed survey by Lalou et al. [15] the Critical Node detection
problem can be classified in two main groups: k-vertex-CNDP and S-connectivity
CNDP. k-vertex-CNDP is the classic variant of the problem presented above. In
the case of §-connectivity CNDP the objective function needs to be bound to a
value (, minimizing the number of deleted nodes.

The most studied version of the k-vertex-CNDP is the minimization of pair-
wise connectivity, called the Critical Node Problem. Given a graph G = (V, E),
where V' denotes the set of nodes, E denotes the set of edges and a positive inte-
ger k, the problem consists of finding a subset of the vertices S C V at most k
nodes, such that the deletion of these nodes minimizes the pairwise connectivity
in the remaining graph G = (V'\ S, E)). Pairwise connectivity can be expressed
as [15]:

o=y M (1)

CieGIV\S]

where C;, ¢ = 1...k are the connected components of the remaining graph
G = (V\ S,E), §; represents the size of the component C;.

This variant is an NP-complete problem on general graphs [2]. As solving
methods, an exact approach using Integer Linear Programming was proposed
[2], in [25] a mixed integer programming formulation is described for several
variants of the CNDP. As stochastic approaches, we mention a Greedy Ran-
domized Adaptive Search Procedure [20], a Memetic Algorithm [29], and an
evolutionary framework [1].

Another variant based on the pairwise connectivity is the bi-objective critical
node detection problem, proposed in [24]. In [4] a cardinality-constrained vari-
ant is proposed. [26] proposed and formalizes the distance-based critical node
detection problem.



Pairwise Connectivity Approach with EO 111

3 Extremal Optimization

Extremal optimization (EO) [6,7] is an efficient optimization algorithm with
multiple applications. For example, a variant of EO [18] was successfully used
for the community detection problem, another variant was used to maximize
connected components [12].

The standard variant of the EO algorithm uses two individuals: s and spest;
Spest Preserves the best solution found so far by s based on an overall fitness f().
The component with the worst fitness is replaced randomly with a new generated
solution (in the case of the CNDP problem, a new node from the network). The
outline of the standard EO algorithm is presented in Algorithm 1. Algorithm 2
outlines the steps how the worst node is obtained.

To escape from local optima another variant of the EO is used, the NoisyEO
[18]. It uses a network shifting mechanism to induce diversity in the search. This
mechanism was used successfully for the maximization of connected components,
Critical Nodes -EO (CN-EO) in [12].

The network is shifted, which means that edges are randomly deleted with
a probability pgp; . The shifted network is used for a number of generations G.
The outline of the algorithm is presented in Algorithm 3.

Algorithm 1. Extremal Optimization

1: Initialize s, spest;

2: gen := 0;

3: while gen < MaxGen do

4:  worst =GetLeastCriticalBySubtraction(s);

5:  switch worst from s, with a node® from the network G

6:  if f(s) > f(spest) then

T Sbest +— S

8 end if

9 gen :=gen+1

10: end while
* randomly selected, based on degree centrality, betweenness centrality, closeness
centrality

Algorithm 2. GetLeastCriticalBySubtraction (s)

1: for all nodes in s do
2: s :=s

3 remove the currently evaluated node from s’

4:  result := f(s) — f(s")

5: if result < min or we are at the first node evaluated then
6: min := result

7 end if

8: end for

9: return the node with result of min
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Algorithm 3. NEO algorithm
Initialize (s, Spest);
gen:=0;
while gen < MaxzGen do
if spest does not change in G generations and there is no noise then
Induce noise with probability psnife;™ ;
Reinitialize spes: with the current s value
end if
if There has been noise for G generations then
Return to the original network
end if
Find the node with the worst fitness and replace it randomly** with another one;
if (f(s) > f(Svest)) then
set Spest 1= S.
end if
gen:=gen+1;
end while
Return spest with highest fitness achieved on a non-noisy network.
* Modify network by randomly deleting edges with probability psart
** randomly selected, based on degree centrality, betweenness centrality, closeness cen-

trality

Encoding

Integer encoding is used: the individual s is represented as a vector of integers of
size k (representing the critical nodes), each value is chosen in the interval [1,n]
where n is the number of nodes in the graph.

Fitness Function

Two fitness functions are used: the first evaluates the individual s and the second
fitness function evaluates each individual component of s, i.e. each potential
critical node. The fitness value of s = (s1,...,s) is computed as the value of
the pairwise connectivity of the remaining graph after removing the k£ nodes, C;
represents the remaining components and §; their size (as presented in Eq. 1):

0;(0; — 1
O SR @
Ci€GIV\(s1,..-,5k)]

The second fitness function used for the evaluation of each component is
computed as the marginal contribution of a node ¢ in s to f(s):

fi(s) = f(s) = f(s\d), 3)

where s\ ¢ denotes the set of nodes in s without node 3.
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Improvement of EO
In the standard version of EO the worst component (in our case the node) is ran-
domly replaced. A natural way to improve this step is to guide the replacement
to an “important” node. More central nodes (based on three network measures)
will be chosen as new components, that is nodes which have their centrality
above the average centrality value of the network will be chosen.

The following centrality measures are used:

e degree centrality - measures the degree of each node:

deg(v)

e

where deg(v) is the degree of node v and |V| is the number of nodes.
e closeness centrality - captures the average shortest distances from a node to

all other nodes: )

Zw;éy d(wa 'U) )

where d(w,v) denotes the shortest distance between node v and w.
e betweenness centrality - measures how a certain node lies on the shortest

paths of other nodes:
st(v
CB(U) = Z g‘t( )7
sEvAL st

where s,t € V, gy is the total number of shortest paths, gs;(v) is the number
of shortest paths, where v lies.

Cc(v) =

For NEO the same centrality measures are used, but the selection of the new
node is based on a prqnq probability: with a probability of p,qnq the nodes with
the centrality value over the average value of the network are selected, in the
rest a random value is chosen.

4 Numerical Experiments

Parameter setting For each variant of the EO algorithm the maximum number
of generations (iterations) is set to 5000. The algorithm does not have other
parameters that need setting. In the case of the NEO MaxGen is set to 5000, G
is set to 10, pgpifs to 0.01, and pranq to 0.8. The values of these parameters are
based on a study about the Noisy Extremal Optimization approach [18].

Benchmarks. Table1 describes basic network measures of the synthetic! and
real-world® benchmarks used: number of nodes (|V|), number of edges (|E|),
average degree ((d)), density of the graph (p), and average path length (Ig).

! Downloaded from http://individual.utoronto.ca/mventresca,/cnd.html.
2 Downloaded from https://networkrepository.com/.
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Table 1. Synthetic and real-world benchmark test graphs and basic properties.

Graph VI ||E] |(d) p la Ref.
BA500 500 499 1.996 |0.004|5.663 |[23]
BA1000 1000|1999 |1.998 |0.002|6.045 | [23]
ER250 235 350 |2.979 |0.013|5.338 |[23]
ER500 466 | 700 |3.004 |0.006|5.973 |[23]
FEF250 250 | 514 |4.112 |0.017 |4.816 |[23]
FF500 500 | 828 |3.312 |0.007|6.026 |[23]
Bovine 121 | 190 |3.140 |0.026 |2.861 |[21]
Circuit 252 399 |3.167 |0.012|5.806 |[19]
EColi 328 | 456 |2.780 |0.008 |4.834 |[28]
USAir97 332 |2126|12.807|0.038 |2.738 |[22]
TrainsRome | 255 | 272 |2.133 |0.008 | 43.496 | [10]

Comparisons with Other Methods. [1] presents three algorithms for the CNDP:
two variants of a greedy algorithm (G; and Gs), one of them is based on node
deletion and the other one is based on node addition and a third algorithm is a
genetic algorithm from an evolutionary algorithm framework using greedy rules
(GA). To the four variants of the EO algorithm, we refer them as: R — FO the
base algorithm, C'p — EO is the degree based approach, Cg — FO is the approach
that uses betweenness and Cc — EO is the closeness based algorithm. Similarly,
the four variants of the NEO algorithm are denoted by R — NEO, Cp — NEO,
Cp — NEO, respectively Co — NEO.

Figures1 and 2 presents the evolution of the pairwise connectivity value
(denoted in Oy axe value) over the number of generations (iterations) with the
standard EO in the case of synthetic and real-world networks. In most cases the
slowest evolution has the R — FO.

Table 2 presents the results obtained for the synthetic and real-world net-
works. The average value and standard deviation is reported for ten independent
runs by each variant of the algorithm. The performance depends on the structure
of the network, in most cases Cp — EO performs the best besides the standard
R — EO. The noisy variant of the algorithm performs better for four networks,
as the standard EO. In the case of the other three variants based on centrality
measures in nine cases performs better (for one network all variants find the
same value). The better performance is due to the noise and the introduced
Prand Parameter, which ensures that with a small probability random nodes are
selected, which ensures not to remain blocked in local optima. Critical nodes can
be not only nodes with high centrality values.

Although we present best known results from the literature, the direct com-
parison with our methods is not fair as we report the averages and standard
deviation over ten independent runs while the results reported by the literature
are probably best obtained values (the authors of the study do not report average
values, number of independent runs).
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Table 2. Results for different real and synthetic networks (mean and standard devia-
tion for ten independent runs) for the EO and NEO variants. The column “Best known
results” presents the best results found in the literature according to [1], the authors
do not specify if these values represent means or minimum values over multiple runs

Network R—-EO Cp — EO Cc — EO Cp — EO Best known result
R—- NEO Cg — NEO Cc — NEO Cp — NEO

BA500 |50 | 195.00(£0.00) 199.00(=£0.00) 516.80(426.84) 195.00(+£0.00) 195 (GA)
201.00(£3.07) | 195.80(+.98) 211.40(£11.82) | 195.00(=.00)

BA1000 |75 |563.30(£8.69) 558.60(£0.70) 1395.50(£56.46) | 558.70(+0.82) 558 (GA)
617.20(+£76.19) | 558.50(=+.50) 708.20(+56.20) | 559.20(£.87)

ER250 |50 |324.70(£17.98) | 374.30(£32.10) |412.40(£+45.51) | 340.60(£30.23) 295 (GA)
322.00(+13.98) | 301.80(£4.12) 308.20(+8.45) 302.90(+10.72)

ER500 |80 |2068.60(£325.52) 2032.10(+123.75) | 2535.70(£301.49) | 1877.30(+112.17) | 1560 (GA)
2218.67(£160.60) | 1748.40(£75.01) | 1845.70(+100.09) | 1674.90(+44.42)

FF250 |50 |197.60(+4.03) |248.40(£9.61)  |286.40(+15.26) | 273.80(£21.67) 194 (GA)
199.50(+0.71) | 195.00(£2.05) | 195.50(4+2.16) | 196.00(+2.10)

FF500 | 110 |262.10(+4.12) 416.10(£28.77)  |455.40(£30.74) | 276.90(£5.09) 257 (GA)
277.50(£12.77) | 282.40(+7.34) 277.40(+6.36) 262.90(+1.64)

Bovine 268.00(£0.00) 268.00(£0.00) 268.00(40.00) 268.00(£0.00) 268 (G1,G2,GA)
268.00(=.00) 268.00(=.00) 268.00(=.00) 268.00(=.00)

Circuit |25 |2730.20(£428.16) | 3483.60(+664.97) | 6461.10(£982.88) | 4345.80(+£2326.52) | 2099 (G1,GA)
2317.00(£130.81) | 2284.00(+111.93) | 2388.40(£361.39) | 2238.40(+97.01)

EColi |15 |840.40(+18.13) |830.30(£21.41) |919.60(+29.95) |828.80(£20.45) | 806(G1,GA)
837.40(+16.74) |818.90(£19.71) |823.20(£21.07) | 827.50(+21.50)

TrainsR |26 |1004.60(£71.30) | 1440.80(+150.75) | 1286.90(=£206.00) | 1176.20(+202.76) | 921 (GA)
937.20(+8.70) 964.80(£19.14) | 948.70(£17.19) | 943.60(+7.70)
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Fig. 2. Errorbars of evolution of pairwise connectivity value on real-world networks

As a general conclusion we can establish that using different centrality mea-
sures speeds up the convergence of the algorithm to the solutions, but it does not
ensure better results in all cases. Another important conclusion is, that we can-
not use only best nodes regarding a certain measure, critical nodes can appear
between other nodes, as well. For example nodes with highest closeness centrality
are not as good as randomly selected nodes.

5 Conclusions

Two variants of the Extremal Optimization algorithm are proposed to the Criti-
cal Node Problem (minimizing the pairwise connectivity). Besides the standard
EQO, in the NEO a network shifting mechanism is used to escape from local
optima. The node replace is analyzed with several network centrality measures.

Comparisons with other methods are conducted both on synthetic and real
world networks. Experiments demonstrate the potential of the proposed method.
As further work other centrality measure will be investigated.
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Abstract. The dimensional reduction algorithms are applied to a
hybrid intelligent model that distinguishes the switching operating mode
of a boost converter. Thus, the boost converter has been analyzed
and both operating mode are explained, distinguishing between Hard-
switching and Soft-switching modes. Then, the dataset is created out
of the data obtained from simulation of the real circuit and the hybrid
intelligent classification model is implemented. Finally, the dimensional
reduction of the input variables is carried out and the results are com-
pared. As result, the proposed model with the applied dimensional
reduced dataset is able to distinguish between the HS and SS operat-
ing modes with high accuracy.

Keywords: Hard-switching + Soft-switching + Boost converter + Power
electronics - Classification + Dimensional reduction

1 Introduction

Nowadays, multiple research approaches are applied in the power electronics
field, where the focus is kept on increasing the efficiency of the power converter;
thus, reducing the size and weight of the circuits. The recent studies centre the
attention on the use of the wide band-gap (WBG) materials such as Silicon Car-
bide (SiC) and Gallium Nitride (GaN) and the use of soft-switching techniques
[1,4]. The introduction of SiC and GaN materials in the power converters initi-
ated replacement of the silicon as manufacturing material of the power transistors
[8,23]. They are more competitive, provide better performance and character-
istics in comparison with silicon transistors, such as higher switching speeds,
higher breakdown voltages, lower on-state resistance, etc. Additionally, in the
last years the production prices have reduced, making them more interesting for
the industry [8,15,17].
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In order to improve the efficiency of the existing converters, the soft- switch-
ing techniques are widely introduced. These techniques allow a reduction of the
switching losses during the converter operation. Moreover, the new materials, SiC
and GaN, make more interesting these techniques in addition to their intrinsic
characteristics [9,23].

Along with the introduction of the Artificial Intelligence (AI) in other fields,
the AI starts gaining also importance in the power electronics. These techniques
are used for supporting the development and design processes, as described in
[2,26] where the AT are used to design magnetic components. Or, another appli-
cation, to improve the performance of the power converters with the development
of new control schemes, as done in [12,14,25].

With the aim of controlling and maintaining the converter operating in soft-
switching and, therefore, delivering the maximum efficiency, the classification
of the operating mode needs to be realized. When the converter operates in
SS mode in comparison with HS mode, the switching losses are reduced. Thus,
assuring that the converter operates in the desired mode becomes of importance.

In this work, the proposed method to detect the operating mode is based on
Al By measuring different signals of the converter, the Al is able to detect the
operating mode, helping the designer to optimize the converter by reducing the
switching losses and increasing the transfer of energy.

A dimensional reduction of the dataset used by the model is presented. This
reduction of data helps to increase the speed and reduce computational cost
of classifier, and further improve the performance of the model to detect the
operating mode of the power converter.

The paper is structured as follows: first, an analysis of a synchronous rectified
boost converter is explained in Sect.2. The applied dimensional reduction to
the proposed model is described in the next Sect. 3, along with the generated
dataset and classification techniques. Then, the performance and efficiency of the
proposed model with the different dimensional reduction methods is presented
in Sect. 4 and finally, conclusions are drawn in Sect. 5.

2 Case Study

The analysis of a synchronous rectified boost converter is done in this section.
The converter topology is shown in the Fig.1. The components used in this
converter are two transistors, high-side and low-side transistors, which operate
in a complementary manner. The transistors generate a pulsed voltage that
varies from input voltage and ground, at the switching node (Vsw), which is
then filtered. An input capacitor is used to filter the peak currents drawn by
the converter. The output filter is made up of an inductor and a capacitor,
which filters the pulse voltage of the switching node obtaining a constant output
voltage.

Traditionally, the described converter operates in Hard-Switching (HS) mode:
meaning that losses occur during the switching transitions due to the current and
voltage at the transistor during commutation. When the transistor is turned-off,
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Fig. 1. Synchronous rectified boost converter.

the voltage is blocked and no current is flowing. When a signal is applied to the
transistor’s gate and the commutation starts, the resistance of the channel starts
to drop as the current starts flowing through the transistor. During this time,
the voltage drops while the current rises, occurring switching losses as P =V - I.
In HS mode, this process happens during turn-on and turn-off commutation.
Moreover, when the transistor is switched on, the losses are caused by the on-
state resistance times the flowing current: P.onduction = I° - Ron—state-

In addition to the losses caused by the concurrent of current and voltage,
the parasitic capacitance of the transistor (Coss) is reloaded and discharged
through the transistor channel, causing further switching losses. These losses
can be calculated as P = % - Clhss - V2.

In the Fig.2, the converter losses in HS mode are represented, where the
switching losses can be seen.

Intending to improve the efficiency of the synchronous rectified boost con-
verter, the other operating mode is introduced: soft-switching (SS) mode. In this
case, either the current or the voltage through the transistor channels is brought
to zero. If the current is zero at the switching instant, it is called Zero-Current-
Switching (ZCS); on the other hand, if the voltage across the transistor at the
switching instant is zero, the SS mode is due to Zero-Voltage-Switching (ZVS).

When the converter operates in SS, the losses during the commutation are
nearly zero, as either the voltage or current are zero: P =V-I =0-Tor P =V -0.
The Fig. 2, shows the transitions in the SS operating mode.

The conditions of SS are achieved thanks to the resonance between the com-
ponents of the circuit, such as a resonance LC tank. Moreover, in the proposed
converter, the resonance happens between the filter inductor and the parasitic
output capacitance of the transistor (Coss), using this capacitance as a non-
dissipative snubber [3,22].

In the synchronous rectified boost converter, the used method for the SS
operation is the ZVS and it is achieved during turn-on of the high-side switch.
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Fig. 2. Hard- and Soft-switching transitions with different current ripple.

In the ZVS method, the switches turn-on or -off when the voltage across
the transistor is zero. Thus, when the high-side transistor switches off, the cur-
rent moves to the low-side switch. During the interlock delay, time where both
switches are off, the current flows through the antiparallel diode of the low-side
transistor, equalizing the voltage across this transistor, causing a ZVS switching
of the low-side transistor.

During the time that the low-side transistor is on, the current starts decreas-
ing in the inductor until the current reaches a negative value, flowing from the
load to the switches. At this instant, when the current is negative, the low-side
switch turns-off. The current at the inductor does not have a path to flow, so it
will charge the output capacitance of the transistors, rising the voltage at the
switching node.

Once the voltage at the switching node reaches the input voltage, the antipar-
allel of the high-side switch starts conducting, instant when this switch can
turn-on with ZVS.

At this point, the high-side transistor can switch lossless, as the voltage across
is just a few volts from the forward diode voltage [19,22].

When using this topology in SS mode, the design of the inductor is very
important, as it needs to allow high ripple current..

Traditionally, the designer and developers keep the inductor ripple low,
between 10% and 30% of the output current. The definition of the inductance
value is done according to the Eq. 1, where the inductor value depends on the
switching frequency, output voltage and the allowed current ripple.

Vin - (Vout — Vin)

L =
f ! Iripple : Vout

(1)
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where L is the inductance value of the inductor, V;, is the input voltage to
the circuit, V,,; is the output voltage from the converter, f is the switching
frequency and I,;ppie is the current ripple in the inductor.

With the introduction of this converter operating in SS mode, the design of
the inductor needs to be reconsidered. In this mode, the ripple of the current
allows the current to drop to zero and beyond, defining the Triangular Current
Mode (TCM) [5,7,13].

As mentioned above, when the current ripple is kept low, as shown in the
Fig. 3, the converter operates in HS mode, as the ZVS condition is never reached.
In opposition, when the current ripple allows the current to drop below zero, the
switching losses in the converter can be reduced due to the ZVS mode.

Low ripple High ripple
High inductance Low inductance
A A |
i(t) i(t)
> >
t t

Fig. 3. Current ripple with different filter inductors.

The SS operating mode allows a reduction of the switching losses but with the
drawback of increasing the conduction losses, as the Root Means Square (RMS)
of the current increases. In order to take advantage of this operating mode,
the switching frequency of the converter is increased, reducing in this manner
the conduction losses and the filter components; therefore further increasing the
power densities of the converter.

3 Model Approach

In this research, a dimensional reduction of the data used by the classification
model has been done. The classification model aims to detect and distinguish
the operating mode of the converter, between HS and SS mode. Three different
dimensional reduction techniques are applied with the aim of reducing the com-
putational cost of the classifier and improving the performance and efficiency.
In the Fig. 4, the steps followed to build the classification model are shown.
First, the simulation data is obtained and pre-processed to obtain more signifi-
cant parameters which provide detail information about the converter operating
mode. Then, the reduction of the data is applied and finally the classification
algorithms are used to determine if the converter is in either HS or SS mode.
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Fig. 4. Model approach.

3.1 Dataset

The dataset used in this work is obtained from simulation results of the syn-
chronous rectified boost converter by using the LTSpice simulation software.
With the aim of obtaining closer results to the real circuit, the transistors mod-
els from the manufacturer have been used.

Up to 80 simulations have been done with the proposed circuit of the Fig. 1.
The converter is operated in both HS and SS modes. To allow reproducibility of
the experiments and results, the converter keeps unchanged and just the applied
load is varied. The complete dataset is compound of 50% of HS data and the
other 50% of SS data.

The dataset is made up from the following signals measured in the circuit:

e Input voltage: a constant input voltage of 200V is applied to the circuit.

e Output voltage: the output voltage of the converter is kept at 400 V, allowing
a ripple from 390V up to 410V.

e Switching node voltage (Vsw node Fig.1): at this node, the voltage varies
from 0V when the low-side switch is on up to 400V when the high-side
switch is on. The generated signal is square with a frequency varying from 80
kHz up to 2 MHz.

e Inductor current: is a triangular waveform. The average current depends on
the output load and the current ripple depends on the switching frequency.
For a constant inductance value, when the switching frequency is higher, the
current ripple is lower, while it increases as the switching frequency decreases.
In HS mode, the ripple is between 10% to 30% while in SS mode, the ripple
increases above 200%.

e Output current: is constant, filtered by the inductor and capacitor, and its
value depends on the connected load to the converter.

Then, from this initial dataset, a pre-processing is done for the purpose of
obtaining more significant measurements: the base for this pre-processing is the
raw data of the switching node voltage (Vsw); then, the first and second deriva-
tive are calculated, removing the on- and off-states while keeping the information
of the commutations.

Furthermore, the rising and falling edges of the Vsw are isolated, as shown
in the Fig. 5. This allows to focus the model on the transitions, which provides
details of the operating mode, either HS or SS mode. The rising and falling times
are also obtained (¢r and tf).

Moreover, the first and second derivatives are also applied to the rising and
falling edge signal explained above. Additionally, the integral of the edges is
calculated.
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Fig. 5. Rising and falling edge of the switching node voltage, in dashed blue, and the
original signal in continuous red. (Color figure online)

As described, 8 signals are obtained from the Vsw: the raw data (red signal
in Fig.5), the first and the second derivatives of the raw data, the rising/falling
edge data (dotted blue signal in Fig.5), the first and second derivatives of ris-
ing/falling edge data, the rising edge integral (area at the rising edge, ar, in
Fig.5) and the falling edge integral (area at the falling edge, af, in Fig.5).

Moreover, the following statistics and indicators are calculated from the 8
obtained signals: average, standard deviation, variance, co-variance, Root Mean
Square and Total Harmonic Distortion (THD). Resulting in a matrix of 8 x 6
for each of the 80 simulations.

Moreover, previous application of the dimensional reduction algorithms, the
data has been parameterized.

3.2 Methods

The dimensional reduction algorithms used in this research are the self-
organizing map (SOM), the correlation matrix and the principal component
analysis (PCA).

3.2.1 Self-organizing Map (SOM)

Self-organizing maps learn to cluster data based on similarity, topology, with
a preference of assigning the same number of instances to each class. Self-
organizing maps are used both to cluster data and to reduce the dimensionality
of data [24].

In SOM method, the dimensional reduction is completed by visualiza-
tion techniques. The procedure is executing the SOM algorithm and with the
obtained map results for each variable and taking into account the similarity,
the reduction is accomplished by discarding the less convenient variable.

3.2.2 Correlation Matrix

A correlation matrix is a table showing correlation coefficients between variables.
Each cell in the table shows the correlation between two variables. A correlation
matrix is used to summarize data, as an input into a more advanced analysis,
and as a diagnostic for advanced analyses [18].
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3.2.3 Principal Component Analysis (PCA)

Principal component analysis (PCA) is one of the classical dimensionality reduc-
tion algorithms, which guarantees the minimum mean square error and gains
linearly independent vectors as the basis of subspace [18].

3.3 Classification Model

3.3.1 Multilayer Perceptron

A multilayer perceptron is an artificial neural network with multiple hidden
layers of neurons. The structure is the following: one input layer, with the input
features to the algorithm, then the multiple hidden layer which have neurons
with an activation function, and one output layer, which number of neurons
depends on the desired outputs. All these layers are connected in between by
weighted connections that are tuned with the aim of decreasing the error of the
output [7,11,25].

3.3.2 Linear Discrimination Analysis

This method projects the data from a high dimensional space into a low-
dimensional space. This method uses a weight vector W, which projects the
given set of data vector F in such a way that maximizes the class separation of
the data but minimizes the intra-class data [10,27]. The separation is good when
the projections of the class involve exposing long distance along the direction of
vector W [6,21].

3.3.3 Support Vector Machine

The algorithm tries to find two parallel hyper-planes that maximize the minimum
distance between two class of samples [20]. Therefore, the vectors are defined
as training instances presented near the hyperplane and the projection of the
dataset is done in a high dimensional feature space using a kernel operator [20].

3.3.4 Ensemble

The term ensemble is used to define multiple classification methods which are
used in combination with the aim of improving the performance over single
classifiers [16]. They are commonly used for classification tasks. The ensemble
does a regularization, process of choosing fewer weak learners in order to increase
predictive performance [28].

3.4 Experiments Description

The experiments carried out aims to show the performance of the classifica-
tion algorithms and to validate the improvement achieved by the dimensional
reduction.

First, the dataset is divided into two different groups. The first group, that
contains 75% of the generated data, is used to train the proposed models; while
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the rest, 25 % of the dataset, is used to validate the proposed algorithms. It is
important to remark that the separation is done randomly.

The following algorithms are trained and then validated with the previously
mentioned datasets:

e Multilayer perceptron (MLP): uses the Levenberg-Marquardt backpropaga-
tion algorithm with an hidden layer with 1 up to 10 neurons.

e Linear discrimination analysis (LDA): the used type is the regularized LDA,
where all the classes have identical co-variance matrix.

e Support vector machine (SVM): The linear kernel function has been used. The
classifier has been trained using the standardized predictors, which centers
and scales each predictor variable by the corresponding mean and standard
deviation.

e Ensemble: the adaptive logistic regression has been used. This type is com-
monly applied to binary classification. The number of cycles has been varied
in steps of 10 from 10 up to 100. The weak-learners used function is the
decision tree.

Finally, once the different models are trained, the models are validated using
the previously separated 25% of the data. This is done to verify the correct
functionality and performance of the proposed models. The classification results
obtained from the models are then compared with the validation data and by
using a confusion matrix, the different statistics are calculated.

In a following step, the proposed dimensional reduction methods are applied
to the dataset. The different models are used again with this reduced data and
the performance is measured. The dimensional reduction methods used are:

e SOM: Train with size of 20 two-dimensional map.

e Correlation matrix: the values close to 1 or —1 indicate that there is a linear
relationship between the data columns and they can be removed, leaving the
values that are equal or close to 0, that suggest that these data are not related.
The chosen limit to differentiate the variables is 0.33.

e PCA: a new matrix is created with different weights of the data. The data in
this matrix has no relation with the input data.

4 Results

The Table 1 shows the classification performance of the model approach by
applying different dimensional reduction methods. When no reduction is used,
the best achieved performance was by the MLP7 with 97.06% of accuracy while
when using the dimensional reduction methods, the accuracy increases up to
100% of right classification.

The obtained data reduction by the different applied techniques is the fol-
lowing:

e SOM: a reduction of 33 variables has been achieved, meaning that 70% of the
data is removed.
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e Correlation matrix: in this case, 37 variables are discarded, reducing the size
of the data matrix by 78%.

e PCA: a new matrix of data has been created with different weights of the
parameters.

As summary, the performance and accuracy in percentage that each classi-
fication technique achieves with the dimensional reduction of the input data is
shown in the Table 1.

Table 1. Summary of the results.

Classification method | Dimensional reduction methods

Without reduction | SOM | Corr. Matrix | PCA
MLP1 81.54 89.47191.89 28.57
MLP2 73.53 94.74 1 94.59 36.36
MLP3 62.26 94.74 | 94.59 27.78
MLP4 55.88 100 | 100 42.10
MLP5 79.41 86.11 | 94.60 35.00
MLP6 60.29 92.1192.15 52.94
MLP7 97.06 100 |97.30 23.53
MLPS8 73.53 92.11 | 94.59 42.10
MLP9 86.77 97.37 | 100 38.89
MLP10 52.94 100 |97.30 21.74
SVM 77.94 94.74191.89 39.29
LDA 60.29 86.84 | 94.59 46.43
Ensemblel0 51.47 97.37|89.20 96.43
Ensemble20-100 51.47 94.74 | 86.48 96.43

5 Conclusions and Future Works

In this research different dimensional reduction methods are applied to a classifi-
cation model used to detect the operating mode of a synchronous rectified boost
converter with the aim of increasing the classification accuracy and reducing the
computational cost.

The used dataset is obtained from the simulation of the synchronous rectified
boost converter and the most significant variables are selected to perform the
classification.

In order to compare the performance of the dimensional reduction, three
different algorithms have been applied: SOM, correlation matrix and PCA. The
achieved dimensional reduction of the data is 70% when using SOM and 78%
when using the correlation matrix. In case of using PCA, a new matrix has been
built.
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The results achieved by the classification models are compared, when no
dimensional reduction model is used and when the proposed methods are applied.
When SOM algorithm is used, the performance is increase up to 100% with the
MLP4, MLP5 and MLP10 classifiers. Moreover, the correlation matrix increases
the accuracy of the MLP4 and MLP9 classifiers up to 100%. Although the accu-
racy with the PCA method applied to the models does not achieve the 100%,
the performance of the Ensemble classifiers is increased from 51% up to 96%.

In addition to the increase of the accuracy, the dimensional reduction reduces
the input dataset by 70% in case of using SOM and by 78% while using the
correlation matrix.

The research in this field will follow by the development of a hybrid intelligent
model that aims to further improve the accuracy of the classifiers. Moreover, the
real circuit will be implemented and the models will be applied to real measured
data from the power converter.
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Abstract. Intuitionistic Fuzzy Sets extend the classical notion of Fuzzy
Sets, so as to represent “hesitation”: indeed, an item has both a member-
ship degree and a non-membership degree, whose sum could be less than
1; the difference denotes the “hesitation” about the fact that the item
belongs or not to the fuzzy set. Similarly, Intuitionistic Fuzzy Relations
involve two domains.

Supposing that Intuitionistic Fuzzy Sets and Relations are provided as
JSON data sets, is there a stand-alone tool to process them? This paper
studies if the constructs currently provided by J-CO-QL" (the query
language of the J-CO Framework) for managing fuzzy sets can actually
deal with Intuitionistic Fuzzy Sets and Relations. The results will sug-
gest how to extend J-CO-QL" to deal with classical and Intuitionistic
Fuzzy Sets in an integrated way.

Keywords: Intuitionistic Fuzzy Sets and relations * Soft Querying on
JSON data sets - Managing Intuitionistic Fuzzy Sets in J-CO-QL™

1 Introduction

An Intuitionistic Fuzzy Set (IFS) is an extension of the classical notion of Fuzzy
Set (F'S) proposed by Zadeh [16], so as to represent “hesitation”: an item of an
IFS has both a membership degree and a non-membership degree, whose sum
could be less than 1; the difference denotes the “hesitation” about the fact that
the item belongs or not to the fuzzy set. The classical notion of relation can be
generalized as Intuitionistic Fuzzy Relation (IFR) as well.

Supposing that JSON data sets are provided as IFSs and IFRs, is there
a stand-alone tool to process them? At University of Bergamo (Italy), we are
developing the J-CO Framework: it is a pool of software tools whose goal is to
allow analysts to integrate and query JSON data sets, possibly stored within
JSON document stores, like MongoDB (the framework was inspired by our
previous work [5]); The J-CO-QL™ query language supports the evaluation of
membership degrees of documents to fuzzy sets (this idea was inspired by our
previous work [6]). In this paper, we study if and how J-CO-QL™ is currently able
to manage IFSs and IFRs. The outcomes of this study will suggest how to extend
(as a future work) J-CO-QL* to deal with FSs and IFSs in an integrated way.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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The goal of this paper is not to discuss if [FSs are better than FSs or possibility
theory [9] (this discussion is outside the scope of the paper); in contrast, it
evaluates how far away J-CO-QL™ is from providing a full support to IFSs.

The paper is organized as follows. Section 2 briefly introduces FSs (Sect. 2.1),
basic concepts on IFSs and IFRs (Sect. 2.2) and a simple case study (Sect. 2.3).
Section 3 studies if and how it is possible to deal with IFSs and IFRs within
J-CO-QL™. Finally, Sect. 4 discusses the lessons we learned towards a further
extension of J-CO-QL™ that addresses multiple models of FSs at the same time;
it also draws the conclusions.

2 Background

In this section, we briefly present the background of our work, i.e., basic notions
on FSs (Sect.2.1) and on IFSs and IFRs (Sect.2.2), practically explained (in
Sect. 2.3) through an example.

2.1 Classical Fuzzy Sets

First of all, we report basic notions about classical Fuzzy Sets [16].
Let us denote by U a non-empty universe, either finite or infinite.

Definition 1. A fuzzy set A C U is a mapping A : U — [0, 1]. The value A(x)
is referred to as the membership degree of the x item to the A fuzzy set.

Therefore, a FS A in U is characterized by a membership function A(x)
that associates each item z € U with a real number in the interval [0,1]; in
other words, given z, the value A(x) is the degree with which = is member of
A (alternatively, the notation pa(z) is used, in place of A(x)). Thus, A(z) =1
means that x fully belongs to A; A(z) = 0 means that 2 does not belong to
A; 0 < A(z) < 1 means that x belongs to A, but only partially. Consequently,
FSs express vague or imprecise concepts on real-world entities, as well as they
express vague or imprecise relationships among real-world entities.

Definition 2. Consider a universe U and two fuzzy sets A and B in U. The
union of A and B is S = A U B, where S(z) = maz(A(z), B(z)) (alter-
natively written as ps(x) = max(ua(z), us(x))). The intersection of A and
B is I = AN B, where I(x) = min(A(x), B(x)) (alternatively written as
pr(x) = min(pa(z), pp(x))).

In this paper, U is the universe set of JSON documents. Thus, given a doc-

ument d € U, the membership degree A(d) denotes the extent with which d
belongs to the A FS (d represents a real-world entity or a relation).
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2.2 Intuitionistic Fuzzy Sets and Relations

We consider the extension of FSs called Intuitionistic Fuzzy Sets [1]. Classical
FSs relies on the “Axiom for Excluded Middle” [2]: given an item x € U and
a FS A, given A(z) its degree of membership, the degree of “non membership”
to A is necessarily 1 — A(z); so, introducing a function v4(x) that explicitly
represents the non-membership degree, v4(z) = 1 — 4 (). But this assumption
does not cope with the idea that gray zones can characterize practical situations:
is a given symptom s; shown by a patient a clear evidence that the patient has
a specific disease d3? A physician would “feel” this, based on past experience
and knowledge, that is, the physician is confident that the s; symptom denotes
the ds disease with strength pg,(s1), but the strength vy, (s1) of the feeling
that s; does not denote ds is such vg,(s1) < 1 — pg,(s1), meaning that the
physician “hesitates” in making a decision. In other words, the physician relies
on intuitions, which are characterized by a degree of hesitation between the two
opposite cases.

Definition 3. Given a universe U, an Intuitionistic Fuzzy Set (IFS) A in U
is defined as a function A : U — [0,1], x [0,1],, where [0,1], is the domain
of membership degrees and [0, 1], is the domain of non-membership degrees.
Thus, given an item x € U, A(z) = (u,v), where u and v are, respectively,
the membership degree of x to A (written also as pa(z) € [0,1]) and the non-
membership degree of x to A (written also as v4(x) € [0,1]). For all items x € U
and an Intuitionistic Fuzzy Set A in U, the following constraint must be satisfied:
A(z).u+ A(z).v < 1 (alternatively written as pa(x)+va(z) < 1). Finally, given
an item z € U and an IFS A in U, ma(z) =1 — (A(z).u + A(z).v) is called the
hesitation of x.

Given an IFS A in U, if for all items = € U it is A(x).u + A(xz).v = 1, then
A is a classical FS. Thus, classical FSs are included in the domain of IFSs.

Classical set-oriented operations can be adapted for IFSs.

Definition 4. Consider a universe U and two IFSs A and B in U.
The union of A and B is S = AU B, where
S(x) = (max(A(x).u, B(z).p), min(A(z).v, B(x).v))
(alternatively, it is possible to write pg(z) = maz(pa(z), up(x)) and vg(z) =
min(va(z),vp(x))).
The intersection of A and B is I = AN B, where
I(x) = (min(A(z).u, B(x).u), mazx(A(z).v, B(x).v))
(alternatively, it is possible to write pg(z) = min(ua(x), us(z)) and ve(z) =
maz(va(z), vp ().

As the reader can see, IFSs are extensions of FSs.

Intuitionistic Fuzzy Relations. The notion of Intuitionistic Fuzzy Relation
[3,8] was used to model medical knowledge in a decision-making application (see
more in Sect. 2.3).
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Definition 5. Consider two sets X and Y. An Intuitionistic Fuzzy Relation
(IFR) Rfrom X toY isan IFSin U =X xY (R: X xY — [0,1], x [0,1],),
thus R(<£L’,y>) = <,LL, V> (alternativel}], ,U'R(<x7y>) and VR(<$7y>))

In the literature, the following notation is often used: R(X — Y).
What happens if an IFS A is defined on X7 It is reasonable to “compose” A
and R, so as to obtain a derived IFS B on Y.

Definition 6. Consider an IFR R(X — Y) and an IFS A in X. The maz-min-
max composition is denoted as B = A e R, where B is an IFS in Y. Given an
itemyeY,

B(y).p = mazzex (min(A(z).p, R((z, y)).1)),

B(y).v = minge x (max(A(z).v, R({x,y)).v)).

Similarly, it is possible to define the composition of two IFRs.

Definition 7. Consider two IFRs R(X — Y) and Q(Y — Z), where X, Y and
Z are three domains. The maz-min-max composition of R and () is denoted as
T=Re(Q, where T is an IFR in X x Z. Given an item (z,2) € X x Z,

T (2, 2)).p = mazyey (min(R((x. ) 5. Q((y. 2)).1).

T((x,2)).v = minyey (maz(R((z,y)).v, Q({y, 2)).v)).

In the literature, the notation of the two compositions is B = Ro A and
T = Qo R (in our opinion, this notation is a little bit anti-intuitive, because the
order of terms is reversed with respect to the way they are composed).

2.3 Example: Representing Medical Knowledge

From [8], we borrow the example for which it is possible to apply IFRs, i.e.,
representing medical knowledge. Consider three domains: P is the domain of
patients, S is the domain of symptoms and D is the domain of diseases. Medical
knowledge is described by an IFR K (S — D): membership degrees denote the
confidence of the physician as far as a given symptom denotes a given disease,
as well as the non-membership degree expresses the non-confidence; Fig. 1 shows
a sample instance of K, on the right-hand side.

When a patient is visited, symptoms shown by the patient are recorded; since
the way they are reported or observed is imprecise, they are represented by an
IFR called O(P — S); Fig.1 shows a sample instance of O, on the left-hand
side. Composing the two relations O and K, we obtain PD = O e K, where PD
is an IFR PD(P — D) that associates a patient to his/her potential diseases;
Fig. 2 shows the instance of the PD IFR obtained by composing the instances
of O and K shown in Fig. 1.

Based on this new relation, for each patient p € P we can build the classical
FS D, in the set D of diseases, which maps a disease d € D (that is possibly
affecting p) to the membership degree, by menas of the following membership
function: Dy(d) = PD({p,d)).u— PD({p,d)).v-mpp({p,d)). In words, the mem-
bership degree is compensated by the product of the non-membership degree by
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O K

P xS (p, v) SxD (p, v)
( John, Temperature ) — (0.7,0.2) ( Temperature, Flu ) — (0.6,0.1)
( John, Headache ) — (0.7,0.1)||( Temperature, COVID-19 ) — (0.7,0.2)
( John, Cough ) — (0.5,0.3) ( Temperature, Typhoid ) — (0.4,0.5)
( Jane, Temperature ) — (0.0, 0.4) ( Headache, Flu ) — (0.4,0.5)
( Jane, Headache ) — (0.4,0.5) ( Headache, COVID-19 ) — (0.5,0.3)
( Jane, Cough ) — (0.2,0.6) ( Headache, Typhoid ) — (0.5,0.2)
( Cough, Flu ) — (0.2,0.3)
{ Cough, COVID-19 ) — (0.4,0.5)
( Cough, Typhoid ) — (0.1,0.8)

Fig. 1. IFRs O (symptoms shown by patients) and K (medical knowledge).

the hesitation degree; in [15], the normalized Hamming distance is used as mem-
bership function for D,,, which is probably better but this issue is outside the
scope of this paper. The final disease chosen for each patient p is the one having
the greatest membership degree in D,,. Figure2 shows, on the right-hand side,
the D, FSs obtained for patients John and Jane, whose symptoms are reported
in the instance of the O IFR shown in Fig. 1.

3 Intuitionistic Fuzzy Sets and J-CO-QL™

We now address the core contribution of the paper. First of all, we clearly define
the problem addressed in the study.

Definition 8 - Problem 1. Suppose that a collection SymptomsDiseases of
JSON documents represents the IFR denoted as K in Sect.2.3; also suppose
that a collection PatientsSymptoms of JSON documents represents the IFR
called O in Sect.2.3. By means of J-CO-QL™, process these two collections as
IFRs, so as to obtain, for each patient, the D, FS and associate each patient
with the most likely disease, on the basis of shown symptoms.

Currently, J-CO-QL* is undergoing the revision of statements and the exten-
sion of them with constructs to support evaluation of FSs; specifically, for each
document d, it is possible to evaluate its membership degrees to several FSs.
Consequently, since J-CO-QL™ currently does not support IFSs, in order to
solve Problem 1, it is necessary to think in terms of a couple of FSs for each
(u, v) pair: the membership degree to a F'S called R_Membership denotes R(d).1;
the membership degree to a FS called R_-NonMembership denotes R(d).v (where
R is the name of the IFR).



Intuitionistic Fuzzy Sets in J-CO-QL+7? 139

PD=0eK Dp

P xD (p,v) |[|John: D I
{ John, Flu ) — (0.6,0.1) Flu — 0.56
( John, COVID-19 ) — (0.7,0.2)|| COVID-19 — 0.68
( John, Typhoid ) — (0.5,0.2) Typhoid — 0.44

( Jane, Flu ) — (0.2,0.4)|[Jane: D M
< Jane, COVID-19 > — (0 4,0. 4) Flu — 0.04
( Jane, Typhoid ) — (0.4,0.5)|| cOVID-19 —s 0.32
Typhoid — 0.35

Fig. 2. IFR PD = O e K and classical fuzzy sets Dp.

3.1 J-CO-QL* Data Model and Execution Model

By means of J-CO-QL™, it is possible to write complex queries or scripts, which
are able to process collections of JSON documents taken from a JSON database
like MongoDB. A query q = (i1,...,1,) is a sequence of n (with n > 0) instruc-
tions ¢; (with 1 < j < n). Each instruction ¢; receives a query-process state
s(j—1) and produces an output query-process state s;.

A query-process state is a tuple s = (t¢, IR, DBS, FO, JSF). Specifically,
tc is called temporary collection and contains the current collection of JSON
documents to process; IR is a local and volatile database, where the query can
temporarily save Intermediate Results; DBS is the set of database descriptors, so
as to connect to external databases; F'O is the pool of fuzzy operators, which are
used to evaluate membership degrees of documents to FSs (see Sect. 3.2); JSF is
the set of user-defined JavaScript functions, defined to empower the query with
additional computational capabilities (see [12]).

A query works on collections of JSON documents, which can be either
retrieved from an external source or database, or generated as temporary collec-
tion by previous instructions. So, the basic item to process is a JSON document
d, as defined by the standard [7]. However, J-CO-QL" gives a special meaning
to fields whose name begins with the ~ character (which are still compliant with
JSON naming rules for fields). Specifically, the ~fuzzysets field behaves a a
key/value map: it is a nested document where the field name corresponds to a
FS name, while the value of the field is the membership degree of d to the FS.
Furthermore, the ~“geometry field denotes the geometry of the real-world entity
described by the document (in this paper, we do not make use of this field; the
interested reader can refer to [4,14]).

"Symptom" : "Temperature", "Patient" : "John",
"Disease" : "Flu", "Symptom" : "Temperature",
"Confidence" : 0.6, "Confidence" : 0.7,
"NonConfidence" : 0.1 "NonConfidence" : 0.2
} }
(a) Collection SymptomsDiseases. (b) Collection PatientsSymptoms.

Fig. 3. Sample documents in the source collections.
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3.2 J-CO-QL* Script

Suppose that two collections are stored in a MongoDB database called MyDB. The
first collection is called SymptomssDiseases: its documents represent medical
knowledge, thus they correspond to items in the K IFR presented in Sect. 2.3
and shown in the right-hand side of Fig. 1. Figure 3a shows an example document
in this collection: notice the fields named Confidence and NonConfidence, by
means of which physicians express their confidence/non-confidence (which are
going to become membership /non-membership to an IFR, but for physicians it is
better to think in terms of confidence/non-confidence) for a sympotm to denote
a given disease.

The second collection is named PatientsSymptoms and its documents repre-
sent medical observations (the O IFR introduced in Sect.2.3 and shown in the
left-hand side of Fig.1). Figure 3b shows an example doument: the reader can
see the presence of the fields named Confidence and NonConfidence too.

The script we wrote to address Problem 1 is reported in Listings 1 and 2; it
is necessary to break it in two distinct parts, due to its length.

e The USE DB instruction on line 1 connects the query process to the MongoDB
database called MyDB, managed by a server running on the local machine. It
changes the DBS member in the query-process state; the other members
(included the temporary collection) remain empty.

Listing 1 J-CO-QL™ script, Part 1.

1. USE DB MyDB ON SERVER MongoDB 'http://127.0.0.1:27017"';

2. JOIN OF COLLECTIONS PatientSymptom@MyDB AS O, SymptomsDisease@MyDB AS K
CASE WHERE .0O.Symptom = .K.Symptom;

3. CREATE FUZZY OPERATOR Fuzzify

PARAMETERS Membership TYPE FLOAT
PRECONDITION Membership >= 0 AND Membership <= 1
EVALUATE Membership
POLYLINE [ (0, 0), (1, 1)1;
4. FILTER
CASE WHERE WITH .K.Confidence, .K.NonConfidence, .0.Confidence, .0O.NonConfidence
GENERATE
CHECK FOR

FUZZY SET K_Membership USING Fuzzify
FUZZY SET K_NonMembership USING Fuzzify
FUZZY SET O_Membership USING Fuzzify
FUZZY SET O_NonMembership USING Fuzzify

.K.Confidence)
.K.NonConfidence)
.0.Confidence),
.0.NonConfidence) ;

5. FILTER
CASE WHERE KNOWN FUZZY SETS K Membership, K_NonMembership,
O_Membership, O_NonMembership

GENERATE
CHECK FOR
FUZZY SET Pair Membership USING O_Membership AND K_Membership,
FUZZY SET Pair NonMembership USING O_NonMembership OR K_NonMembership
BUILD { .Patient : .O.Patient,
.Symptom : .0O.Symptom,
.Disease : .K.Disease }

KEEPING FUZZY SETS Pair Membership, Pair NonMembership;

6. GROUP
PARTITION WITH .Patient, .Disease
BY .Patient, .Disease INTO .Items;
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e The JOIN instruction on line 2 has a twofold goal: it retrieves the two collec-
tions and joins their documents, aliased as 0 (the PatientsSymptoms collec-
tion) and as K (the SymptomsDiseases collection) for simplicity; as specified
by the WHERE selection condition, for each pair of source documents o (from
the 0 collection) and k (from the X collection), a new document is built if o
and k has the same value for the Symptom fields. The output document con-
tains two fields, named 0 and K, which contain the source paired documents
o and k, respectively. Figure 4a shows a sample document, which is obtained
by pairing the two documents reported in Figs. 3b and 3a.

This way, we can say that the structural part of the IFR composition
O e K (see Sect.2.3) has been done; nevertheless, we have not managed
membership/non-membership yet.

e So as to deal with F'Ss, line 3 defines a “fuzzy operator” called Fuzzify, which
will be used for evaluating membership degrees to FSs. It receives a single
parameter called Membership; the PRECONDITION imposes that its value must
be between 0 and 1 (otherwise, an exception is raised).

The EVALUATE expression says that the value of the Membership parameter is
used as x-axis value for the linear function described by the POLYLINE clause
(in [10,11,13] the reader can see that complex polylines can be specified as
membership functions). The corresponding y-axis value is the membership
degree returned by the operator.
Listing 2 J-CO-QL™ script, Part 2.
7. CREATE FUZZY OPERATOR toClassical
PARAMETERS
Membership TYPE FLOAT,
NonMembership TYPE FLOAT
PRECONDITION Membership >= 0 AND Membership <= 1 RND
NonMembership >= 0 AND NonMembership <= 1

EVALUATE Membership - NonMembership* (1 - Membership - NonMembership)
POLYLINE L, 0, (1, ) 1;

8. FILTER
CASE WHERE WITH ARRAY .Items
GENERATE
CHECK FOR
FUZZY SET PD_Membership
USING Fuzzify (MAX_ARRAY (.Items,NUMERIC, DOCUMENTS, .~fuzzysets.Pair_Membership)),
FUZZY SET PD_NonMembership
USING Fuzzify (MIN_ARRAY (.Items,NUMERIC,DOCUMENTS, .~fuzzysets.Pair_NonMembership)),
FUZZY SET D_of P
USING toClassical (MEMBERSHIP_OF (PD_Membership), MEMBERSHIP_ OF (PD_NonMembership))
BUILD { .Patient : .Patient,
.Disease : .Disease }
KEEPING FUZZY SETS D_of_P;

9. GROUP
PARTITION WITH .Patient
BY .Patient INTO .Diseases DROP GROUPING FIELDS
SORTED BY .~fuzzysets.D of P TYPE NUMERIC DESC;

10. EXPAND
UNPACK WITH .Diseases
ARRAY .Diseases TO .Disease;

11. FILTER
CASE WHERE .Disease.position =1
GENERATE

CHECK FOR FUZZY SET D_of P USING Fuzzify(.Disease.item.~fuzzysets.D_of_P)

BUILD { .Patient ¢ .Patient,
.Disease : .Disease.item.Disease,
.Confidence : MEMBERSHIP_OF(D_o_P) }

DEFUZZIFY;

12. SAVE AS Diseases_Of Patients@MyDB;
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e Lines 4 and 5 actually evaluate FSs on documents.

The FILTER instruction on line 4 evaluates the membership degrees to four
FSs: KMembership and K_NonMembership are obtained by means of the
Fuzzify fuzzy operator in the USING clauses, moving from the Confidence
and NonConfidence fields coming from the K input collection (thus, their
membership degrees correspond to px and vi); similarly, the 0_Membership
and 0_NonMembership FSs represent o and vo, resp... Line 5 actually com-
putes the min (respectively maz) value of the membership (respectively,
non-membership) of each pair, by obtaining the membership degree to the
Pair Membership (resp. Pair NonMembership) FS. The final BUILD block
simplifies the document structure, keeping only the Pair Membership and
Pair_NonMembership FSs.

e Line 5 computes the inner part of equations in Definition 7; to complete
their computation, it is necessary to aggregate all documents associating the
same patient to the same disease, through different symptoms. The GROUP
instruction on line 6 does that: documents having the same values for the
Patient and Disease fields are grouped together; all grouped documents are
put into an array field called Items.

To complete the process, it is necessary to continue with the second part of
the script, which is reported in Listing 2.

e Line 7 creates a second fuzzy operator, called toClassical: its goal is to
combine membership and non-membership degrees to obtain one single mem-
bership degree for a classical FS (to compute the D, FSs introduced in

{ {

"K' | "Patient" : "John",
"Disease" : "Flu", "Disease" : "Flu",
"Symptom" : "Temperature", "~fuzzysets" : {
"Confidence" : 0.6, "D of P" : 0.56
"NonConfidence" : 0.1, }

by }

"o" ¢ {

"Patient" : "John",
"Symptom" : "Temperature",
"Confidence" : 0.7,
"NonConfidence" : 0.2
}
}
(a) Sample document after line 2. (b) Sample document after line 8.
{ {

"Patient" : "John", "Patiente" : "John",
"Disease" : { "Disease" : "Flu",
"position" : 1, "Confidence" : 0.56

"item" HER }
"Disease" : "Flu",
"~fuzzysets" : {
"D_of_ P" : 0.56
}
}
}
}
(c¢) Sample document after line 10. (d) Sample document after line 8.

Fig. 4. Sample documents in the temporary collections.
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Sect. 2.3). Notice that the operator receives two parameters, Membership and
NonMembership; the EVALUATE clause combines them, and the resulting value
is returned as membership degree by the operator (see again, the simple poly-
line defined in the POLYLINE clause).

The FILTER instruction on line 8 has a twofold goal. First of all, it completes
the computation of membership/non-membership degrees for the IFR com-
position; this is done by computing the membership degrees to the FSs named
PD_Membership and PD_NonMembership, for which in the USING clauses the
Fuzzify fuzzy operator is called with the value obtained by the MAX_ARRAY
and MIN_ARRAY aggregation functions, which provide the maximum (respec-
tively, minimum) membership degrees to the Pair Membership (respectively,
Peir NonMebership) F'S, by directly accessing the ~fuzzysets field of the
documents in the Items array; in fact, only top-level “fuzzysets fields are
implicitly managed as membership degrees to FSs by J-CO-QL™, but they
are regular fields, so can be explicitly accessed by the query. The resulting
membership degrees to the PD_Membership and PD_NonMembership FSs rep-
resent pupp and vpp, respectively (see the left-hand side of Fig. 2).

The second goal is to obtain the membership degree to the D, classical FS,
called D_of P: this is done by calling the toClassical fuzzy operator, pro-
viding, as actual parameters, the membership degrees to the PD_Membership
and PD_NonMembership FSs.

The final BUILD block further simplifies the structure of documents, keep-
ing only the Patient and Disease fields and the D_of P FS (see the sample
document in Fig. 4b).

The last step to do is to select, for each patient, the disease with the highest
membership degree. On line 9, documents are grouped on the basis of the
Patient field, so as to have one single document for each patient; grouped
documents are sorted in reverse order of membership degree to the D_of P FS
(notice that it is necessary again to explicitly refer to the ~fuzzysets field
inside the grouped documents).

The EXPAND instruction on line 10 unnests again all grouped documents: this
way, as it is possible to see in Fig. 4c, the novel Disease field contains both
the unnested item (the item field) and the position field, denoting the posi-
tion occupied by the item in the original array.

This structure is suitable to select (line 11) only documents whose field
.Disease.position is 1, meaning that the document occupied the first posi-
tion in the source array. For those documents, the membership to the D_of_P
FS is evaluated again by using the former membership degree (i.e., the max-
imum one) by explicitly accessing for the third time the nested ~fuzzysets
field; finally the BUILD block creates the final structure of output documents
(see an example in Fig. 4d), which looses (see the DEFUZZIFY keyword) mem-
bership degrees, because the Confidence field is generated with the member-
ship degree of the D_of P FS.

The final line 12 saves the last temporary collection into the MongoDB
database called MyDB, with name Diseases_0f Patients.
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4 Learned Lessons and Conclusions

Intuitionistic Fuzzy Sets and Relations seem to have a strong potential to rep-
resent intuitionistic knowledge and to help processing data with uncertainty
when events are judged by humans. Although in the literature it is possible to
find many papers that describe their exploitation in practical applications, their
adoption is limited by the lack of general-purpose tools.

In Sect. 3, we studied if and how it is possible to adopt J-CO-QL™ and its
fuzzy constructs to compose two intuitionistic fuzzy relations and choose the
most likely option for a given item in a domain. We demonstrated that it is
possible to process IFRs, which is good news. Moreover, we saw that the process
is tricky, because a specific support is missing. Synthetically, we have learned
the following lessons, to pursue as future work.

(i) Managing membership and non-membership degrees as two independent
classical fuzzy sets is not the best solution, because they must be dealt
with in an integrated way; thus, we guess that a different and polymorphic
structure for the special “fuzzysets field is necessary, so as to manage
classical and intuitionistic fuzzy sets in a unified way.

(ii) Novel constructs are necessary within J-CO-QL*, once the data model is
adapted, to deal with classical and intuitionistic fuzzy sets at the same time.
In particular, novel constructs to transform intuitionistic to classical (and
vice versa) fuzzy sets are necessary.

(ii) Fuzzy aggregators over arrays of nested documents with membership degrees
to fuzzy sets are currently missing in J-CO-QL™; we are aware of this lack;
then, it becomes mandatory to define them in such a way they can deal both
with classical and intuitionistic fuzzy sets.

The J-CO Framework is available on a public GitHub repository!.
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Abstract. This work analyzes the performance of several state-of-the-art Time
Series Classification (TSC) techniques in the cryptocurrency returns modeling
field. The data used in this study comprehends the close price of 6 of the princi-
pal cryptocurrencies, collected with a frequency of 5 minutes from January 1st to
September 21th of 2021. The aim of this work is twofold: 1) to study the weak
form of the Efficient Market Hypothesis (EMH) and 2) to examine the veracity
behind the theory of the Random Walk Model (RWM). For this, two datasets
are built. The first uses autoregressive values, whereas the second dataset is con-
structed by introducing randomized past values from the time series. Then, a
comparison of the performances achieved by the different TSC techniques is car-
ried out. Results obtained show a pronounced difference in terms of performance
obtained by all the TSC models when applied to the original dataset against
the randomized one. The results achieved by the models applied to the origi-
nal dataset are significantly better in terms of Area Under ROC Curve (AUC)
and Recall. Therefore, the EMH is refused in its weak form, and indisputable
evidence against the RWM in a high-frequency scope is provided.

Keywords: Random walk model - High frequency trading - Efficient market
hypothesis - Cryptocurrency forecasting

1 Introduction

Since the creation of Bitcoin in 2009, and its exponential growth until today, there has
been several projects developed based on its structure, which was devised in 2008 by
an unknown entity under the name of Satashi Nakamoto, the blockchain [20]. Initially,
the blockchain was conceived as a technology that allowed direct transactions between
people, thus preventing the participation of third-party entities. However, the reality of
today is that they have become purely speculative tools in many cases, especially in
assets of markets with great value and volatility. In this scenario, developing predic-
tion models capable of anticipating variations in the price of these assets becomes a

challenge of growing interest.
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The prediction of financial assets is a field in which a great variety of challenges
have arisen, mainly due to the high level of noise, uncertainty, and external dependen-
cies that characterize the stock market, which are even more substantial for cryptocur-
rencies.

This work focuses on predicting a binary variable that indicates whether there is
or not a pronounced increase in the price. Intraday data at a frequency of 5 minutes is
used, contextualizing the work on the field of high frequency trading. This field consists
in holding, buying or selling positions in a short time horizon, making profit through
numerous low-profit trades performed with a high frequency.

The prediction task is carried out with the aim of proving whether the sequence of
values of a given time series is independent of each other, that is, if it follows a Random
Walk Model (RWM). This is closely related to the Efficient Market Hypothesis (EMH),
which, as noted by [17], states that new information regarding market assets has an
immediately and direct impact on the current price. Therefore, anticipations to price
fluctuations basing our decisions on historical data can not be successful. As we have
seen, the concepts of RWM and EMH differ in definition, but both imply the same
consequence, which is the unpredictability of the time series in question.

The hypothesis establishing that the prices of cryptocurrencies follow a RWM
started only a few years ago, and yet there is much research to be done. In 2019, strong
evidence was found against the RWM [1]. In this work, the authors analyzed the market
efficiency of daily Bitcoin returns for the period of July 2010 to March 2018, reject-
ing the RWM through multiple unit root tests and volatility persistence measures. In
a later work in 2020, the RWM was rejected again for the daily returns of 10 popu-
lar cryptocurrencies, attributing this market inefficiency to the presence of asymmetric
volatility clustering [21]. These two papers cover practically all the research done on
the study of RWM in cryptocurrencies.

To the best of our knowledge, this is the first time that the RWM is studied along
with the EMH for cryptocurrencies in a high frequency scope. For this, a set of exper-
iments are carried out by extracting randomized copies of each cryptocurrency price
sequence, and then comparing the model results between the original and shuffled ones.
A similar methodology can be found in [16], in which a z-test is performed to evaluate
the results achieved by the shuffled and the original price sequences in terms of accu-
racy. In this sense, the authors of this work evaluated 6 different stock prices, concluding
that they were predictable with a 95% confidence interval.

The rest of this paper is organized as follows: related works are described in Sect. 2;
Sect. 3 presents the TSC methods selected for the experiments; in Sect. 4, the experi-
mental setup is detailed as well as the performance results and the statistical tests; and,
finally, Sect. 5, concludes the work.

2 Literature Review

This Section introduces the two main concepts used in this work: the Efficient Market
Hypothesis (EMH) and the Random Walk Model (RWM), as well as some previous
studies where they have been analyzed.

One of the first studies where EMH was considered is [11], where the author divided
this hypothesis in three levels depending on the set of information considered: 1) weak
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form, in which the information set is limited only to historical prices records; 2) semi-
strong form, that also considers all public available information; and 3) strong form,
where all historical prices, public and private information are taken into account.

In this previous work, even though statistically significant dependence in series of
returns was found, the author concluded that this was not enough to consider that the
market is inefficient. Therefore, strongly supporting the weak form of the EMH. In a
second work of this author, the weak and semi-strong forms of the EMH were ques-
tioned, given that using both public information and lagged values of returns led to a
higher predictability [12]. As we will only consider historical prices when training the
proposed models, this work is limited to the EMH in its weak form.

On the other hand, the relation between the EMH and the RWM, presented in the
previous Section, was introduced in [8], and it was also discussed in [11]. It states that
if a market asset meets the EMH, its returns sequence must follow a RWM.

Focusing on the cryptocurrency market, one of the first papers to study its infor-
mational efficiency was [24], in which 6 statistical tests were applied to Bitcoin data.
The author concluded that Bitcoin does not satisfy the weak form of the EMH, but the
existence of a trend towards efficiency as the Bitcoin matures in the market was argued.
Later, the previous work was extended in [19], in which a total of 8 different tests to
Bitcoin returns were applied. The conclusion of this second work was that the returns
of bitcoin met the EMH.

In this line, [15] studied the time-varying long-term memory of daily Bitcoin prices
for the period of 2010 to 2017 using a rolling-window approach and computing a new
efficiency index. The conclusions drawn from the results differ from those accepted
so far, showing that the efficiency of Bitcoin did not vary over time and proving a
consistent lack of efficiency in the market. This lack of efficiency was also reported by
subsequent works such as [2, 18,23].

Regarding the time frequency adopted in experiments, not much research was done
for high frequency trading, which comprehends intraday information of cryptocurren-
cies. The very first work in this line was [7], which took the hourly prices of the 2 most
voluminous cryptocurrencies in the market, from July to August in 2017, with the aim
of studying the EMH. The authors concluded that the EMH was unstable over time,
showing both periods of high and low efficiency.

Other works such as [3] studied the relation between sampling frequency and price
efficiency in 4 of the highest capitalized cryptocurrencies. A set of long memory tests
was applied to reveal a U-shaped pattern in the efficiency over frequency function,
showing the highest efficiency in 5 and 10 minutes frequencies, and the lowest in 1 and
60 min data.

Based on all of the above, this work aims to contribute to the existing literature
on analyzing cryptocurrencies returns from a machine learning perspective, adopting a
binary classification problem. For the first time in the literature, the RWM together with
the EMH are studied in high-frequency data. With the emerging status of cryptocurren-
cies, it is crucial to thoroughly study the nature of these market assets, so investors and
portfolio managers can be aware of the risk involved in trading them.
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3 Methods

In this study, four different Time Series Classification (TSC) techniques belonging to
the literature have been used. Brief descriptions are given below:

Time Series Forest (TSF) is an ensemble of decision trees, in which random inter-
vals are sampled for each tree, and, then, the mean, standard deviation and slope for
each of those intervals are found, concatenating this information to build a new dataset
[10]. Finally, considering estimates of the averaged probability, the ensemble of trees is
constructed.

Supervised Time Series Forest (STSF) is similar to TSF [5]. The main difference
is on the way the decision trees are built, given that the intervals are now selected
through a supervised process.

Random Convolutional Kernel Transform (ROCKET) consists in convolving
the data with a fixed number of kernels generated with random properties [9]. The
result of this convolution step is introduced to a ridge regression classifier.

InceptionTime is an ensemble of five deep learning models called Inception net-
works [13]. These networks are equal in architecture, but are initialized with different
random weight values. They are applied with the aim of extracting relevant features
from the time series, that finally serve as inputs to a fully connected layer.

Additionally, a persistence model is built on the data, whose behavior consists in
considering the value of the time series at time ¢ to be equal to the previous obverved
value (time ¢ — 1). This model is considered as a baseline when dealing with time series
prediction tasks.

4 Experiments and Results

4.1 Datasets Used

The dataset used in the experiments is taken from a Kaggle competition' whose goal
was to model and predict the returns of 6 of the main cryptocurrencies. The dataset com-
prises the prices from January 1st to September 21st of 2021, collected with frequency
of 5 minutes. The cryptocurrencies considered are Binance Coin, Bitcoin, Dogecoin,
Ethereum, Litecoin and Tron.

In order to make the time series stationary, the prices returns are considered. We
define the return in a time period ¢ as R; = p; — p;—1, where p; and p;_; are the close
price in t and ¢ — 1, respectively.

In this way, a cryptocurrency returns time series is defined as R = {R;,t € T}, where
T is a set of equally separated timestamps. For this definition, it is said that R follows
a RWM when it fulfills f(R,.+1|®) = f(Ri+1), where f denotes a density function,
that must be the same for all ¢, and @, represents the set of information considered in
time ¢ [11].

As 5 min frequency data is examined, @, is set equal to the last hour of returns
information. On this basis, the feature vector is defined as X € R!%, where X =
{Ri—12,Ri—11,-- -, Ri—1}.

U https://www.kaggle.com/competitions/g-research-crypto-forecasting/data.
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Our target variable Y is a binary discretization of the return in time stamp ¢, which
is computed through the following function:

0,ifR, <6,

Ymg:{ 1

1,ifR, > 6,

where 0 denotes a threshold value.

As the transaction cost in the majority of brokers is around 0.2%, more than the
double of this value is considered to ensure capturing a big enough price fluctuation.
Based on that, the threshold value 6 is set to 0.0045 (0.45%). As this fluctuation cor-
responds to an unusual price variation, the discretization with the Y (r;) function pro-
duces a highly imbalanced dataset. Specifically, the BinanceCoin data includes 73774
positives and 1949 negatives labels, 75074 and 674 for Bitcoin, 78838 and 1910 for
Litecoin, 74408 and 1337 for Tron, 71004 and 4743 for Dogecoin, 74457 and 1290
for Ethereum, respectively. In order to alleviate data imbalance, a Random UnderSam-
pling procedure (RUS) [6] is applied to keep a proportion of 3 negatives to 1 positive.
The RUS technique is only applied to the training datasets, whereas the testing datasets
remain invariant.

Furthermore, two versions of the datasets for each cryptocurrency are built: 1) the
original version corresponding to the sequence of prices correctly ordered in time; and
2) a randomized version, where the sequence of prices is disordered with respect to
time. If any of the cryptocurrency returns time series has any hidden pattern that can be
modeled by the proposed methods, it will disappear in the randomized dataset, leading
to significant differences in performance. Hence, it means that the cryptocurrencies time
series with high frequency data does not follow an RWM.

Once the features and targets are constructed, a 70% of the patterns are randomly
selected for training, whereas the remaining 30% are kept in the generalization set, used
for computing the performance metrics. Note that this random process does not disorder
the returns in time, but rather the already constructed instances. The process followed
for the preprocessing of the data is summarized in Fig. 1.

Feature Vector X

X ={Xy,Xp, .., X120}

Cryptocurrency where Y Train
Returns Sequence Xt = Re-12, Re-11, > Re-1
Random
{R1, Ry, ... Rp } Train Test Split
*Disordered Target Variable Y

for randomized version

Y ={Yy, Yo, ., Yp12}
where

Fig. 1. Flowchart of the preprocessing steps carried out to the original cryptocurrencies datasets.
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4.2 Experimental Settings and Performance Measures

Regarding the machine learning techniques, those explained in Sect. 3 are used. Specif-
ically, the stochastic ones are run 5 times, in order to remove their possible bias. More-
over, given that randomness also takes part in the sampling of the training and testing
datasets, 20 stratified resamples without replacement of the original datasets are con-
sidered. Hence, a total of 20 x 5 = 100 fits are performed for each method and cryp-
tocurrency. It is worthy of mention that all the techniques except the persistence have a
stochastic nature.

In addition, two performance measures are used for assessing the results achieved:
1) Recall [22], which is defined as Recall = TP /P, where TP is the number of correctly
classified positive patterns and P indicates the total number of positive patterns, and 2)
the Area Under the ROC Curve (AUC), defined in [4].

In order to demonstrate whether statistical differences exist, the hypothesis test is
defined as:

H— {HOa lf Pa 2 Do )
Hy, if py < po,

where p, and p, represent the performance of the methods on the randomized and
original versions of the datasets, respectively.

In this case, rejecting the null hypothesis means that historical prices provide use-
ful information when anticipating future price fluctuations, which is the opposite to
what states the weak form of the EMH. For this, a non-parametric Wilcoxon test
[25], is applied to check the existence of significant differences in median of Recall
scores, among the best methodology applied to the original dataset versus the same
one applied to randomized dataset. A level of significance of o = 0.05 is considered,
and the corresponding correction for the number of comparisons is also included. As
only two algorithms are compared for each of the cryptocurrencies time series dataset,
the total number of comparisons is 6, hence, the corrected level of significance is
o =0.05/6 = 0.0083. Likewise, the same hypothesis test is proposed for studying the
existence of significant differences in the median values of AUC.

4.3 Results

Tables 1 and 2 show the results achieved for all the methods and cryptocurrencies in
terms of Recall and AUC, respectively. Values are represented as meangy, where std
is the standard deviation. Also, best results for each cryptocurrency are included in
bold, whereas second best results are in italics. As can be seen, results are included
for each cryptocurrency using both versions (original and randomized) except for the
Persistence, given that the prediction would be the same.

Moreover, to give a visual insight into the results, Fig. 2 includes the performances
in terms of both metrics (Recall and AUC) obtained by each method.
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Table 1. Results achieved in terms of Recall (meang; of the 100 fits).

R. Ayllén-Gavildn et al.

Persistence | InceptionTime | ROCKET | STSF TSF
BinanceCoin 0.11530.0000 | 0.54190.0405 | 0.54280.0277 | 0.6313¢ oa6s | 0.50750 0358
BinanceCoin randomized 0.186100196 0.05520_0]]3 0.00820‘0089 0-008200164
Bitcoin 0.04550,0000 0.471 70_0330 0.46970'0393 053740‘0556 0.43130‘04()9
Bitcoin randomized 0.16630'0328 0.09150.0242 0-020400183 0.01880.0284
DOgECOin 0.2134()‘()()00 0.4859()‘0279 0.50370.0124 0,59600'0321 0.46730‘03()()
Dogecoin randomized 0.1771.0208 | 0.0201¢ 9948 | 0.0057¢.0066 | 0-0027¢.0068
Ethereum 0.08950.0000 | 0.52500.0303 | 0.53300.0379 | 0.5924¢ 0509 | 0.4629¢ 0443
Ethereum randomized 0.1896()‘0292 0.0746()0]54 0.0090()‘01()5 0.00550‘0120
Litecoin 0.07460.0000 0.43570_0381 043750.0285 0.5024()‘0493 0-3715040484
Litecoin randomized 0.1843¢ 0245 | 0.04949 9126 | 0.0069¢ 0087 | 0.00870 0162
Tron 0.0922()‘()()00 0.47620.0377 0.469800271 0,54890'0592 0.39780‘0409
Tron randomized 0.18279 0267 | 0.05919916; | 0.0118¢ 0107 | 0.0100¢.0197
Table 2. Results achieved in terms of AUC (meang, of the 100 fits).
Persistence | InceptionTime | ROCKET | STSF TSF
BinanceCoin 0.54640'0000 0.71 1701)186 0,72690'0137 0.75950_0192 0.7183()‘0153
BinanceCoin randomized 0.50369 0082 | 0.49930 0056 | 0.5004¢. 0023 | 0.50020 0017
Bitcoin 0.51830_0000 0.68030'0159 0.69680'0]94 0~72440.0246 0.68940.0181
Bitcoin randomized 0.49260.0148 | 0.49850.0116 | 0-49940.006s | 0.5012¢ 0056
Dogecoin 0.5804¢.0000 | 0-67779.0092 | 0.70309 0961 | 0.7343¢ 0132 | 0.69380.0122
Dogecoin randomized 0.4976()‘0050 0,49950'0022 0.500300012 0-5000040008
Ethereum 0.53750.0000 | 0.70370.0150 | 0.72480.0155 | 0.7444¢ 0223 | 0.6998¢ 0108
Ethereum randomized 0.50220'0117 0~50090.0078 0.50010'0031 0.50020‘0023
Litecoin 0.52650'000() 0.6504()‘0154 0.67400'0135 0.69580'0199 0.65400‘02()1
Litecoin randomized 0.50350 0107 | 0.49550.0057 | 0.5005¢ 0026 | 0.49950 0036
Tron 0.53840000() 0.67340'0165 0.6868{)'()140 0.71740'0237 0.66490'0168
Tron randomized 0.5034 0119 | 0.4945¢ 0032 | 0.5002 0936 | 0.5001¢.0033

Furthermore, in order to check whether significant differences exist between the
four TSC techniques in terms of both Recall and AUC, two critical differences diagrams
are shown in Fig. 3. As can be seen, the best results are achieved by the STSF technique,
achieving ranks of 1.00 for both performance metrics. Hereinafter, the STSF technique
is used for analyzing whether statistical differences exist between the original and the
randomized datasets.

Finally, the results for the statistical tests regarding the differences between the orig-
inal and the randomized versions returned a p-value equal to zero for all cryptocurren-
cies, rejecting the null hypothesis for all of them. Hence, RWM is not satisfied, given
that using historical data in our models does provide useful information when making
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Fig. 2. Results achieved by the four TSC techniques and the persistence.
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InceptionTime TSF
(a) Recall (b) AUC

Fig. 3. Critical difference diagrams obtained for both performance measures using the four TSC
techniques and the Persistence.

predictions. This fact is not compatible with the EMH, since it shows the existence of
inefficiencies throughout the data, which are exploited to obtain better results in the
original version than in the randomized one.

5 Conclusions

This paper studies the application of different Time Series Classification (TSC) tech-
niques to 6 cryptocurrencies. The main goal of this work is to analyze the concepts of
the Efficient Market Hypothesis (EMH) in its weak form and the Random Walk Model
(RWM). For this, two datasets are used: the original, in which the sequence of previous
values maintains the order, and the randomized, in which the sequence is disordered.
The experiments carried out confirm that the returns time series of the 6 cryptocurren-
cies under study do not follow an RWM, given that the results achieved for the original
datasets are significantly better than those obtained for randomized ones. In view of
this fact, the EMH is also rejected, given that it has been proved that considering his-
torical information of the asset leads to a higher predictability. The predictability of
these inefficiencies is moderate for all the chosen methods, finding the best results for
the Supervised Time Series Forest (STSF). In view of the performance obtained, strong
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evidence of market inefficiency is found for high-frequency data, because we can con-
sistently anticipate to price fluctuations. Hence, this enforces the conclusions given in
previous works like [1] and [21], where high inefficiencies were also found for daily
returns time series data.

As future improvements, a larger time frame should be considered to obtain more
robust results. In addition, instead of considering the problem from the nominal TSC
point of view, it would be of high interest to tackle it from the ordinal TSC [14]
one. Thus, trying to predict variations of different magnitudes, differentiating between
increases or decreases in prices.
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Abstract. Sustainable supply chain management has been proposed to
integrate environmental and financial practices into the supply chain
to reduce the risk of business and ensure chain’s sustainability meeting
environmental, economic and social goals. However, the ever-changing
environment has made traceability processes in supplies chains should be
carried out with special care to avoid vulnerabilities at any level of the
supply chain. In this paper, we describe how a Blockchain-based Global
Supply Chain Traceability and the use of smart contracts to validate the
transactional data can support the sustainable supply chain management
through the use of smart contracts with data validation. Our proposal has
been evaluated using Hyperledger Caliper, obtaining a combined average
throughput of 401 transactions per second and an average latency of
0.24s.

Keywords: Blockchain - Sustainable supply chain management -
Traceability - Industry 4.0

1 Introduction

Sustainable supply chain management (SSCM) has been proposed as a solution
to meet environmental, economic, and social goals in the supply chain processes
[10,18,21]. However, there are still key challenges in the sustainability of supply
chains in a world becoming more of a global economy, such as waste manage-
ment, employees state, child labor, etc. With the rise of Industry 4.0, smart
manufacturing must be also considered a challenge for SSCM due to the supply
chain further segmentation [3,11]. In addition, the ever-changing environment
has made the supply chains vulnerable at many levels, given that the traceability
of a product must be done carefully completed to avoid future problems.
Tracing carefully a product has become of great importance in a global supply
chain (GSC) [6,20]. Businesses must be agile, with high resilience and risk mit-
igation to survive in the current and complex GSC environment [3]. Blockchain
technology improves traceability, quality control, safety, and reliability processes
[9].
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Blockchain technology also improves trust, accessibility, transparency, and
reliability of traceability processes using smart contracts deployed on the network
that cannot be modified. In addition, Blockchain technology can present new
threats to the traceability processes like phishing, routing, and sibyl attacks,
as well as data integrity and reliability [8]. For this reason, data integrity and
reliability must be addressed before the network block creation. This can also
assist in processes such as those proposed by [4,19] in which data from the
Blockchain network is used as input into soft computing algorithms for decision
making, user segmentation, etc.

The main objective of this paper is to introduce a Blockchain traceability
smart contract with data validation. Typically, smart contracts are used to per-
form transactions that are valid when a set of predefined conditions are met.
Our proposal seeks to provide the smart contract with data analysis techniques
to determine when the transaction data, such as storage temperature, ingredi-
ents, origin, etc., does not correspond with the historical information available
on the network. An innovative use of smart contracts to detect anomalies in data
would be a first in the use of Blockchain technology for traceability. With this
type of analysis, it is possible to identify problems as soon as they arise, improve
decision-making processes, and automate management recommendations and
price penalties.

The remainder of the paper is as follows. Section 2 presents the main works
related to data storage in Blockchain. Section 3 describes the main concepts
related to Blockchain-based GSC traceability. Sections 4 and 5 describe our pro-
posal for the definition of smart contracts for GSC traceability, their implementa-
tion and evaluation. Finally, Sect. 6 presents the conclusions and future research
lines.

2 Related Work

A systematic mapping in scientific research databases based on the methodology
proposed in [17] was performed to find relevant contributions focused on data
warehousing in the Blockchain. We selected the following researches.

An ontology-based detection framework for anomalous transactions on the
Blockchain in business processes is proposed in [16], The proposed framework is
evaluated on transaction logs of a simulated Blockchain network. However, the
authors do not consider that manipulated data can be included in a typical trans-
action. Tian et al. highlight the importance of information sharing in a SC and
how, with the help of Blockchain technology, it can be used to solve the problems
associated with information sharing [2]. A set of models for the development of
an information sharing platform is proposed. However, no consideration is given
to the quality or reliability of the information being shared.
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A subgraph-based anomaly detection method able to run on GPUs was pro-
posed in [15], considering the number of transactions made per second in a
Blockchain system. However, the proposed method only works with fraudulent
transactions or stolen secret keys. Blockchain has also been proposed to help
detect anomalies in IoT devices and in electricity consumption as seen on [12,14].
Also, an abnormal smart contract detection was proposed in [13] using Heteroge-
neous Graph Transformer Networks focused on financial fraud. Anomaly detec-
tion, however, is performed by tools outside the network, which leaves the door
open to abuse.

A data-driven SC management is proposed in [2] to develop a framework
that improves SC management. The authors conclude that it is required to
develop data-driven digital technologies to perform data collection and manage-
ment, secure storage, and effective data processing for supply chain security, cost-
competitive, and sustainability. The main potential contributions of Blockchain
to risk management in SC are presented in [7]. However, this survey does not
address the possibility of manipulated data, incorrectly sensed, or errors in the
sensing devices.

Although related works have dealt with the different sources of information
and how they are shared among supply chain members, all of them consider
the assumption that the data associated with transactions do not present any
problem. However, in order to have full reliability in supply chains supported
by Blockchain technology, it is necessary to consider this possibility that the
data sent in a transaction could be manipulated or incorrectly perceived such as
semantic or syntax errors. The tools to perform said process should be integrated
into the Blockchain network to ensure its immutability.

3 Blockchain-Based GSC Traceability

A GSC is a supply chain that extends beyond a single national boundary [10].
Products and services are distributed to maximize profits and minimize waste
for all active companies in the supply chain. Most of the members of this chain
are transnational companies. Figurel shows the general GSC representation.
On the left side, suppliers collect, store, transport and manage the raw mate-
rials. Companies oversee the management of the materials and the goods and
services resulting from their transformation, distribution and storage. Finally,
consumers determine which goods and services are produced and/or offered in
greater quantities and how they are distributed.

Information flows depend on multiple factors. It can be difficult and costly to
identify when a good or service has undergone a modification that could seriously
affect the end consumer. In these cases, Blockchain technology can speed up the
processes of verifying the conditions of the particular good or service. In the GSC,
reputable companies are highly scrutinized for their sustainability performance
in the environmental, social and economic dimensions.
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Fig. 1. General global supply chain representation based on [5]

In a traditional traceability scheme, information is stored on private servers
with limited access for external members of the server organization. This design
delays access to information, which inevitably also affects decision-making pro-
cesses on production goods and/or services. In the Blockchain-based scheme,
each server on the chain can be configured as a node in the network. The most
relevant information is available on all nodes simultaneously, which facilitates
access to information and allows for streamlined decision-making processes. Sim-
ilarly, the SSCM benefits from this type of scheme by improving the coordination
of information flow in the SC.

4 Smart Contract for GSC Traceability

The smart contract deployed records all information generated by the GSC mem-
bers from raw material to final goods or services. Initially, the smart contract will
issue notifications and/or recommendations based on the terms initially agreed
upon by the GSC members. This information and, subsequently, the information
sent in each transaction is not susceptible to manipulation.

Once a transaction invokes the smart contract, it will automatically perform
data validation looking for errors or anomalies; after the verification, it will gen-
erate recommendations based on the control variables; these recommendations
will be available to all members of the GSC. To do this, we propose using a
structure similar to MAPE-K [1].

The proposed knowledge component consists of all the information gener-
ated by the different smart contracts and the transactions associated with them
in the Blockchain network (i.e., the knowledge component consists of all the
nodes that store the network information). The monitoring module oversees each
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transaction made on the network, looking for syntax errors or semantic anomalies
previously identified to notify those involved promptly about them.

The analysis module is responsible for finding errors or anomalies that have
not been previously identified, using the history of data stored in the network,
making the comparison with those that have been previously detected, and look-
ing for ways to recall such errors or anomalies quickly and efficiently in the future.
The planning module considers the information provided by the analysis module
to update the smart contracts deployed in the network so that new transactions
related to these contracts can be validated for new errors or anomalies found.
Finally, the execution module sends the smart contract update transaction when
required or a notification transaction to those involved in the traceability process
so that they can make the appropriate decisions to prevent errors from recurring.

With the proposed scheme, it is possible to achieve greater control over the
status of products sold, and increase the information available for tracking the
processes involved in the path of an altered product, available on a permanent
and updated basis. This information could be used to generate management
recommendations and/or to set price penalties.

Table 1 shows the description of the variables used to describe how the trans-
action is processed by the smart contract.

Table 1. States and input variables

Variable | Description

SChrark State variables used by the smart contract

SCerrvark | State variables that store the errors found in SCvark

SCavai Validation response of the dVal function

The process involved in the smart contract is carried out as follows. First,
data is collected and sent to the Blockchain network:

n
Ts = Z SCyark (1)
k=0
where Tg is a transaction related to the traced product. In all cases, n is the
total number of invokes.

All transaction variables are set using the capabilities of the SC member
to perceive those parameters. After that, the transaction using the variables
measured in the coffee bean for each smart contract is sent to the network, and
a smart contract is made:

n
InvCall = Z Cx(Sxy, Txy) (2)

k=0
where InvCall is the invoke calling of a smart contract deployed on the
network, C'z is the current smart contract, Sz is the possible status in the
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smart contract variables, T'xj, is the transactional data sent to the invoked smart
contract, and = represents any of the transactions mentioned before.

The network transactions return the result of the invocation call. The smart
contract calls the data validation process if the transaction is valid. If it is not,
the state is retained and will be received accordingly:

n
dVal( Y. Txy) when the information is valid
InvResp=14{ , k=0 (3)
> (Sxp, Rx) when the transaction includes invalid data.
k=0

where InvResp is the response of the smart contract, dVal is the data vali-
dation function, x represents any of the transactions mentioned before.

If the transaction is valid, the smart contract evaluates the transaction data
to check for syntactic and/or semantic anomalies. In a Blockchain network, trans-
actions are managed as text entries. A syntax error occurs when the data value
can be converted to its expected type of structures. A semantic error occurs
when the data is correctly converted to its expected data type, but its value
does not match the actual value:

n

> (Szq, Rx) when the information is valid
SCavar = 93° (4)
> (Szg, Rx) when the transaction includes invalid data.
k=0
If the data is valid, a new status Sz, will be generated, and the corresponding
response will be received. In the event that anomalous data is found, the smart
contract will place this data in an additional state that can be viewed by the
members of the network and will generate an alert regarding the anomalous data
found.

5 Smart Contract Implementation and Performance
Evaluation

The Blockchain ecosystem to perform traceability processes and the proposed
smart contract has been implemented using Hyperledger Fabric and JavaScript.
To evaluate the smart contract, we use Hyperledger Caliper. This toolkit eval-
uates metrics such as throughput, latency, successful and failed transactions in
the Blockchain network. Caliper was configured to simulate 10 clients sending
transactions to the network, with a transaction load of 10, 20 or 30 using the
fixed load rate driver, a minimum duration of 120s and a maximum duration of
600s. The driver used in the TransactionLoad parameter specifies a delay in the
system by modifying the transaction per second (TPS) driven parameter.

We have performed stress testing on the network in two stages. In the first
stage, the Caliper sends workers to create objects on the Blockchain network.
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Subsequently, workers send read transactions for each created object. The second
stage is the update stage. In it, the transaction is reviewed for errors or anomalies
in the submitted data.

Figures 2, 3 and 4 show the results of the described process. Figure 2 shows
the total number of transactions made correctly on the test network using the 10
workers and transaction load values of 10, 20 and 30 respectively. As the num-
ber of transactions waiting in the network increases, depending on the selected
controller, the number of correct transactions increases. In this case, only the
process of creating an object and reading the associated data is performed. Thus,
it does not represent a significant load on the network and pending transactions
can be completed.
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Fig. 2. Successful and failed transactions made in the read test

Figure 3 shows the results of the updated transactions. A drastic decrease in
the number of transactions performed on the network is observed. The update
transactions require validation of the data sent and generation of alert statuses if
necessary. In addition, in this case, there are failed transactions, this transactions
are the ones that the network reject, they increase in number as the execution
time of each test also increases. On this case failed transactions occur when two
or more workers simultaneously attempt to update the same object. However,
this problem does not usually occur in real use cases.
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Fig. 3. Successful and failed transactions made in the update test

Figures 4 show the latency and throughput in both cases. The letters R and
U are used to differentiate the results of the read test and the update test.
Additionally, we include the used transaction load. In the read test, the average
latency is 0.023 while the average throughput is 732 TPS. When testing the
update, the latency average increases to 1.47, this behavior depends on how many
resources are available at the time. The average throughput decreases to 12.5.
This is due to the increased use of network resources to perform the operations
required by the smart contract as the amount of stored data increases.
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Fig. 4. Latency and throughput results in the update test
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6 Conclusions and Future Work

Sustainable supply chain management is a very complex and costly task to iden-
tify parameters that can affect the experience of end consumers. To facilitate
the identification of this and other problems in a SCM, we have proposed in this
work the use of smart contracts with data validation in a traceability scheme in
Blockchain.

The proposed smart contract is capable of detecting syntactic and seman-
tic errors in the data and generating alerts about them so that the supply chain
operators can detect the problems as soon as possible, correct the causes in time,
or prevent the products from reaching the end users. In addition, by adding the
necessary expert knowledge, the smart contract is able to generate recommenda-
tions regarding the management of the product and other parameters that are
not usually considered in other Blockchain-supported traceability proposals.

Considering the results on the evaluation test, the average latency and
throughput, we can say that the information uploaded to the Blockchain net-
work, despite the validation processes, will be available to all network members
almost immediately.

As future work, additional tests on different configurations of the Blockchain
network are required. With this, we pursue the autonomous update of the con-
tracts deployed in the network, so that they can adapt to new types of anoma-
lies that may arise and generate the appropriate recommendations or alerts for
them. Additionally, metrics should be developed to measure the performance of
the smart contract in correctly detecting anomalies in transaction data. As far as
smart contract data analysis is concerned, the development of tools to improve
these capabilities over time is important. The use of soft computing tools for
the autonomous generation of smart contract anomaly detection rules is also
proposed.
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Abstract. This paper presents a context information extraction process over Auto-
matic Identification System (AIS) real world ship data, building a system with the
capability to extract representative points of a trajectory cluster. With the trajec-
tory cluster, the study proposes the use of trajectory segmentation algorithms to
extract representative points of each trajectory and then use the K-means algorithm
to obtain a series of centroids over all the representative points. These centroids
combined, form a new representative trajectory of the cluster. The results show a
suitable approach with several compression algorithms that are compared with a
metric based on the Perpendicular Euclidean Distance.

Keywords: AIS data - Context learning - Data mining - Trajectory clustering -
Trajectory compression

1 Introduction

The maritime environment is essential for the current world, being necessary to ensure
the safety and security on activities such as the shipment of goods, the fishing or the
maritime tourism. The different location systems and technologies can provide useful
information about ships operating in an environment, and the artificial intelligence and
data mining techniques can be applied to obtain new information useful for the maritime
safety.

The work presented in this paper follows a line of research that seeks to extract
contextual information from maritime trajectories, studies such as [1, 2] approached the
perspective of a trajectory classification with the aim of identifying the type of ship,
while the [3] proposal involves the use of clustering techniques on trajectories to extract
contextual information usable in various problems.

The objective of the line of research is the detection of anomalous trajectories and
as a consequence the identification of possible dangers in the environment of operation.
Allowing a quickly reaction in maritime surveillance systems.

For this study the proposal is precisely to take advantage of the information provided
by a generated cluster of trajectories. The goal is to generate new context from obtaining
a trajectory representing the cluster of trajectories. To do this, it is proposed to calculate
representative points of all the trajectories that together compose the waypoints of the
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representative trajectory. With this new context information, is possible to apply new
data mining algorithms, such as anomaly identification.

To obtain the representative points of each cluster, the proposal is the use of trajectory
compression and segmentation techniques to obtain the most important points of each
trajectory. With all the points, the process applies a K-means algorithm to obtain the
centroids of all the trajectories points, thus obtaining the set of representative points of
each cluster.

All the investigation is performed using real world AIS data, so it’s necessary to
prepare the data before the data mining algorithms are applied. This preparation allows
for a cleaning of the trajectories to reduce the noise and to detect wrong information that
could affect the data mining results.

To select the trajectory compression algorithm with better results for the proposed
problem, a series of algorithms are tested over a specific cluster. For each algorithm
different configurations are applied to ensure a different number of representative points.

Then to compare all the different results a distance metric based on the Perpendicular
Euclidean Distance is applied, comparing the minimum distance of the points of each
trajectory to the segments forming the representative trajectory of the cluster.

This paper is organized as follows: In Sect. 2 the state-of-art methods in the subpro-
cess of data mining data preparation, trajectory clustering and trajectory compression are
analysed. In Sect. 3 the system implemented to obtain the compression of trajectories
and representative points is presented, while in 4 the results of the proposed cluster-
ing approaches are analysed. Finally, the conclusions and future work perspectives are
presented in the Sect. 5.

2 Background Information

2.1 Data Pre-processing and Data Imbalance

The real-world data used are Automatic Identification System (AIS) measurements [4],
which is a resource that has demonstrated problems (mainly human induced errors [5])
despite the fact that it follows an International Maritime Organisation (IMO) standard
[6].To reduce the possible problems a cleaning process is necessary to prepare the data
for the following data mining processes.

The most common problems are the class imbalance present in the real-world infor-
mation (usually addressed by resampling the instances [7]), the noise of the measure-
ments (approached by the use of estimation filters like the Interacting Multiple Model
(IMM) filter [8]) and the incorrect and erroneous information which must be solved by
studying the data and finding the instances that do not bring quality information to the
problem to be solved.

2.2 Trajectory Clustering

In the literature there are several approaches for data mining problems applied over
trajectory data, being of special interest the way to transform the data coming from a
trajectory into data accepted as an input for the data mining technique.
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The trajectories are composed of several consecutive positions in time which is not a
suitable input for most data mining algorithms, being necessary to transform the data or
adapt the used algorithms. A common proposal is the use of a distance metric to compute
a similarity metric usable by the clustering algorithms. For example, the Dynamic Time
Warping (DTW) [9] is a proven robust technique that has shown results in previous
studies, although it presents a high computational complexity since it operates with all
the points of the two trajectories to compare.

One of the most common clustering algorithms in the literature of trajectory cluster-
ing is the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [10]
and its variations, as an example the proposal in [11] makes a DBSCANSD (DBSCAN
adapted to consider Speed and Direction) clustering on maritime routes provided by the
IMO [12].

2.3 Trajectory Compression

There are several strategies to process a trajectory compression or segmentation, these
strategies usually involve the use of more computational resources to achieve higher
quality solutions, therefore it is necessary to evaluate whether to use simpler versions
that only consider each point of the trajectory once or to consider complex versions that
involve multiple passes through all points of the trajectory. The most common approaches
for the trajectory compression are[13]:

e Sequential: simplest processing strategy that analyses the trajectory points in order.
The simplest algorithm to perform a trajectory compression is the uniform sampling, a
sequential approach that takes the trajectory points at a specific distance (for example
take a point every 50 measures).

e Window: algorithms are based on the use of processing windows that group several
trajectory points, making the decision over a set of points instead of a single point.
Keogh et al. [14] proposed a sliding window approach for time series data. It computes
an error in distance to the segment formed by the widow, splitting the window when
a specific threshold is reached.

e Graph: algorithm that resolve a graph associated to the trajectory. DOTS (Directed
acyclic graph based Online Trajectory Simplification[15]) is an approach that uses a
Directed Acyclic Graph (DAG) in real detection time. The DAG nodes represent the
trajectory points, while the graph vertices represent the possible compression of the
two connected trajectory points.

e Split: algorithms based on a segment division strategy. Making segments between
points included in the compression and splitting the segments when adding new points.
The most known algorithm of trajectory compression, is the algorithm proposed by
Douglas and Peucker in [16](DP).

e Merge: opposite algorithms to the split-based. Starting from a set of all the segments (al
trajectory points included in the compressed trajectory), and joining them by removing
points from the compressed trajectory. Pikaz and Dinstein [17]performed the first
appearance of a Bottom-up algorithm.
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e Combination: algorithms that combine different strategies. An interesting approach
to this solution is the SQUISH [18] and its improved version SQUISH-E [19], both
recent algorithms with great impact in the literature. Combining a merge approach
with a sliding window to compute the compressed trajectory.

3 Proposed Architecture

To achieve the proposed problem, the following steps are performed. First, it is necessary
to perform a data preparation and clustering process as the one presented in previous
studies. Secondly the different trajectory compression algorithms are applied over the
obtained cluster to obtain each trajectory representative points.

With those trajectory representative points is possible to extract centroids to repre-
sent the trajectory, specifically, the proposal consists of applying the algorithm k-means
algorithm is applied to each set of trajectory representative points. This allows a compar-
ison of each of the applied trajectory compression techniques for the proposed problem

(Fig. 1).

Clustering

‘—/ \—/ Anomaly
. Centroid .
Compression Trajectories detection
extraction Representative
Representative (Future work)
oints trajectory
p

Fig. 1. Representation of the proposed architecture

3.1 Data Preparation and Cluster Generation

The used data consists on raw AIS measures within a day in the Denmark coast without
any processing, the proposal needs to use trajectories so the first step of the process is the
separation of the data in different trajectories by the use of the MMSI (Maritime Mobile
Service Identity) identifier. With the trajectories generation a basic cleaning process is
applied, smoothing the noisy measurements with the use of an IMM filter and removing
wrong information.

The clustering approach is the one presented in [3] which proposes a DBSCAN
algorithm [10] algorithm modified with the DTW algorithm [9] as a distance metric to
compare the different trajectories. The DBSCAN algorithm has been chosen because
of its simplicity of implementation and its proven effectiveness in other problems with
trajectory data, the DTW metric is a technique that allows to find the similarity between
two time series and therefore a distance that allow the comparison of two trajectories
when needed by the DBSCAN.

This approach has been implemented in Matlab, taking advantage of parallelisation
techniques that help in the large consumption of computational resources produced by
the selected algorithms.

With this approach the several clusters can be created depending on the configuration
for the algorithms. An example is the group of trajectories marked in red for the following
figure.
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Fig. 2. Cluster of trajectories output

This cluster of trajectories is the one used as input for the following compression of
trajectories, obtaining the representative points for all the trajectories marked in red in
the previous figure.

3.2 Compression of Trajectories

For the compression of trajectories, several algorithms have been tested. Performing a
comparation between the different algorithms to select the best configuration for the prob-
lem. Between all the compression algorithms the study considers 3 classic approaches
(uniform sampling, opening window, top down) to the compression problem and 2 more
advanced approaches (SQUISHE and DOTS).

With the selected approaches the study includes a selection of all the different types
of trajectory compression:

e Sequential type through the Uniform sampling, this algorithm has been set up with
various cut-off sizes, 50, 500 and 1000 points.
e Window type approach through the opening window and the SQUISHE.

The opening window has been selected using the perpendicular distance as the error
function and with several different thresholds: 5, 10, 20, 1000, 2000.

The SQUISH-E variation used for this study, modifies the normal SQUISH algorithm
to consider a variable size buffer.

e Graph type through the DOTS algorithm with a threshold value of 50, 100 and 500.

e Split type through the top-down algorithm, using the approach proposed by Douglas
and Peucker with the same coniguration as the Openng window algorithm.

e Merge and combination types through the SQUISHE algorithm.
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The compression process will generate a series of relevant points of each trajectory,
being important to note that depending on the algorithm and its possible configuration
the rate of compression could be quite different. Being possible outputs with large set
of points along all the trajectory like the results of Fig. 3.(left) or small groups of points
in the manoeuvre instants of the trajectory like the results shown in Fig. 3.(right).
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Fig. 3. Compression algorithms example: DOTS with threshold of value 10 (left) and Opening
window with threshold of value 10 (right)

3.3 Representative Points Extraction

With the clustering applied and with the compression performed to extract representative
points it is necessary to summarise the set of points into a single subset of points that
form the representative trajectory of the cluster. In order to achieve this, it is proposed
the obtention of centroids that summarizes the different subsets of representative points.

To achieve this, the use of the K-means algorithm is proposed This algorithm allows
a simple calculation of centroids in the proposed space, acts quickly and has a proven
efficiency.

The centroids of each cluster will be the representative points of the previously
performed (see Fig. 2) trajectory clustering. With those representative points a new
representative trajectory has been generated.

Once the centroids have been calculated, a metric based on PED distance is proposed
to evaluate the different compression algorithms. To do this, the segments of the repre-
sentative trajectory formed by the centroids are generated. And the minimum distance
to these segments is calculated from each point of the different trajectories assigned to
the cluster.

With the different distances is possible to calculate an average distance of the trajec-
tories to the representative trajectory. Being possible to make a comparison and result
analysis over the different average distances applied in the experimentation.
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4 Results Analysis

To test the approximation, different k-means configurations have been implemented to
obtain different number of centroids, comparing between the size of 4,5,6,8,10 and 15
centroids. It is noteworthy that, as is natural, the more centroids, the smaller the average
distance. However, the goal of the research line makes interesting trajectories that use a
smaller number of centroids to summarise the cluster in a smaller number of points.

Comparing the different proposed compression algorithms, the first remarkable prop-
erty is that the algorithms that use windows such as the opening window or the SQUISHE
tend to make segments of a larger size (Fig. 4).

o Trajectory representative point
Centroid
0 &,

10 12 10 12
Longitude Longitude

Fig. 4. SQUISHE segmentation with k-means of 4 size (left) and TopDown segmentation with
k-means of 15 size (right)

When using the proposed distance metric this difference in segment size is of great
interest, since these algorithms show a better result at fewer centroids. While algorithms
that generate more segments improve when centroids are added.

As stated above, the more centroids the better the result obtained by all the algorithms,
but it is essential to keep the number of centroids small enough to result in an effective
summary of trajectories belonging to the cluster.

This implies that selecting the ideal number of centroids is essential to the process,
having to adjust it to the chosen segmentation algorithm. If we paint the different results
of all the algorithms (Fig. 5.), we can see how algorithms such as SQUISHE or the
Top-Down show a better performance in a generalist way (independently of the number
of centroids).

If only the sets with a larger number of centroids are evaluated, other algorithms
obtain better results. It is therefore important to select an algorithm that fits the desired
number of centroids for the representative trajectory.
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Fig. 5. Box-plotting of the average distance obtained by the different segmentation algorithms

5 Conclusions and Perspectives

During this study, a series of compression algorithms has been tested and compared
in the problem of context information extraction of a trajectory clustering. With this
method a previous study has been expanded obtaining a series of representative points
of a cluster. This provides the capability to implement future data mining processes
that take advantage of this context information, an example would be the main proposed
future work, which would take advantage of all the information from these representative
cluster points to perform anomaly detection, comparing the points with the different
cluster trajectories and detecting as anomalies those that are far enough apart.

Regarding the compression processes used, it has been observed by the use of the
specific evaluation metric) that the algorithms that creates larger segments (SQUISHE
or Top-Down) provide better results in terms of approximation to the trajectories for the
solutions with smaller number of centroids. Although this is not necessarily the best, as
for greater number of centroids other algorithms obtain improved results.

Therefore, it is necessary to select the compression or segmentation algorithm
according to the desired level of compression in the representative trajectory of the
cluster.
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Abstract. Empowering the consumers will increase the complexity of local com-
munities’ management. Enabling bidirectional communication and appliances to
become smarter can be a huge step toward implementing demand response. How-
ever, a solution capable of providing the right knowledge and tools must be devel-
oped. The authors thereby propose a methodology to manage the active consumers
on Demand Response (DR) events optimally, considering the context in which it is
triggered. The distribution system operator detects a voltage violation and requests
aload reduction to the aggregators. In this study, to test a performance rate designed
by the authors to deal with response uncertainty, a comparison between requested
and actual reduction is done. The proposed methodology was applied to three
scenarios where the goal is predicting the response from the consumers using
artificial neural networks, by changing the features used in the input.

Keywords: Active consumers - Artificial neural networks - Demand response -
Machine learning - Smart grids

1 Introduction

The energy sector is facing changes that will drive toward a more sustainable power
and energy use. The growing concern, regarding climate change, introduce distributed
generation solutions to deal with the greenhouse effects and air pollution. However, the
volatile behavior of these resources requires more flexibility from the demand side. So,
the active consumers are empowered and their role in the market is changing. The authors
in [1] reinforce the importance of flexibility in the system to enable and promote renew-
able consumption and reduce the consumers’ energy costs while maintaining comfort.
Their study presents a Stackelberg game optimization framework for integrated energy
systems scheduling by coordinating renewable generations and demand response. How-
ever, only the uncertainty from renewable generations is included. The authors in [2]
refers those small consumers such as domestic will play a more active role in managing
the system and becoming producers of their energy. The simulation results from their
study showed that promoting cooperation between the power supplier and the prosumer
could lead to significant cost reductions and energy savings. E. Mata et al. [3] also refer
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that including flexible behavior can bring several benefits for all the parties: providing
service toward energy system stability, security, and cost-effectiveness as well as growing
energy awareness for active consumers who participate and provide load reduction.

With this, solutions must be developed to aid the aggregator in the complex task
of managing the active communities to be able to send the proper signals to the most
trustworthy players. The complexity comes from the different behavior of each resource
for each context, increasing the uncertainty of the response. The authors believe that
attributing a Contextual Consumer Rate (CCR) will be useful to select the right partic-
ipants for a DR event since avoiding discomfort from the consumer side and reducing
costs from the aggregator perspective. CCR’s goal is to characterize the performance
of each resource in a DR event, for each context. The present study is a continuation
of previous works [4-6], where the goal is to find ways to deal with the DR response
uncertainty.

The present paper is organized according to five different sections. The first one
is an introduction to the topic with the motivations of the study and innovations from
previous works. The following sections present a detailed explanation of the proposed
methodology, a case study section, and the results found are analyzed and discussed.
Finally, the conclusions withdrawn will be reviewed.

2 Proposed Methodology

To further apply the smart grid concept in the real market, it will be crucial to give
active consumers the proper information regarding the market transactions to provide
the flexibility to achieve reduction goals. Figure 1 shows the algorithm for the pro-
posed methodology. Considering that Distribution System Operator (DSO), after a power
flow analysis where a voltage violation was found, requires a load reduction to all the
aggregators associated. With this signal, all of them must trigger a DR event.

With this, it will be possible to identify the proper participants, the ones with higher
levels of trust for the context, dealing with the uncertainty. For instance, are all active
consumers prepared to participate in the same way and give up their comfort to assure
their position in the market? Currently, probably not. Most of them, being new players
in the market, have no or insufficient knowledge regarding the actual transactions. Many
works in the literature are expecting them to be as always rational and economic players
and, in the authors’ opinion, this approach may lead to inaccuracies. So, understanding
previous behaviors in the same context, and contemplating their availability at the time
of the event, can avoid misleading the aggregator perspective when performing the
scheduling of the small resources in the community.

CR depends on several factors regarding consumer characteristics: Context Rate
(CR), Historic Rate (HR), Last Event Rate (LER), Spatial Rate (SR), and Response Rate
(RR). This rate has two phases: the preliminary (PR) - for the selection purposes, and
the updated (UR) - for remuneration purposes. The first one is formulated by the sum of
CR, HR, SR, and LER, each one with an attributed weight. If a consumer does not have
any previous information, for instance, when it is the first time with DR programs, the
lowest rate is assigned and must improve the CCR.
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Fig. 1. The proposed methodology, focusing on consumer response.

Understanding each one, CR depends on the availability and the willingness to
participate according to the time (wcrp CRP) and weather (wcrw CRW) recorded during
the period of the event — both have a major influence on consumer response, particularly
when distinguishing working days from the weekend or days with extreme temperatures.
The formulation can be seen on Eq. 1.

CR = wcrpCRP 4+ wcrwCRW (1)

Using HR, the Aggregator learns from historical information collected from active
consumer and their performance in previous events in similar contexts, according to
Eq. 2.

HR = average (previous performances same context) 2)

LER is used to update CCR according to only previous event performance. For
instance, a consumer with a higher rate on HR can have a poor LER, which will be
important for updating issues.

LER = UR last event in the same context 3)

In the case of SR, for the case where the aggregator has information regarding a
voltage violation in a network bus, it will be important to give priority to the ones closer
to the local.

The preliminary CCR is formulated according to Eq. 5.

PR = wyr * HR + wpgr * LER + wcr * CR + wsr * SR 5
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Moving on to the reduction request phase, a linear optimization of the resources
scheduling is done. The objective function aims to minimize operational costs from
the Aggregator perspective [7, 8]. Performed the scheduling phase, the reduction is
requested to the active consumers. In this step, the innovation from the present paper
is presented. Here, the authors intend to predict the actual response from the selected
participants as an evaluation of the CCR methodology. The authors opted for the Artificial
Neural Networks method. The training database will be composed of the members of the
community that already participated in the event, whereas the test database will gather
contextual information regarding the current event and will try to predict the response
from the active consumers for the event. Should be highlighted that the load requested
to be reduced is shifted to another period according to the consumers’ preferences.

After, as soon as the reduction request and the actual reduction is compared, the
CCR is updated, as mentioned earlier. This updated version is formulated by the sum of
CR, HR, SR, LER, and RR, each one with an attributed weight, according to Eq. 6.

UR = wyrHR + @i grLER + wsrSR + wcrCR + wrrRR (6)

RR represents the performance according to the actual response of the consumer in
the current event: if the active consumer responded as requested, the rate would be high,
the opposite will also apply, and the active consumer will be penalized with a reduced
value. Once the CCR is updated, the remuneration is attributed to the participants, and
the DSO is informed of the DR reduction obtained.

3 Case Study

For the present section, the authors intend to test the proposed innovation in the case study,
creating different scenarios. For this case, Fig. 2 represents the low voltage distribution
network used for the case study, based on a real distributed grid with 236 buses.

The authors believe that context is important, so, it should be necessary for consumers
to participate several times in the same context, for different contexts. In this way, to
define this dataset, the authors use information from several consumers and the different
contexts they participate.

The active consumer availability must be also provided in the input since it is essential
to predict the actual response from the participants — several schedules are agreed upon
in the DR contract between both parties. As mentioned in the previous section, the DR
program applied is load shifting. The selected consumers allow shifting the appliances’
schedule — both players agreed on a schedule to control this load, to avoid causing major
inconvenience to the participants. Still, an uncertainty factor exists since the consumer
can switch on the appliance without further notice — penalties should be applied.

To the ANN algorithm training step, a total of 406 participants in the DR events
were used, considering several contexts — both temperature and time factors. Also, to
evaluate the importance of the personal data, the authors added two new features and
simulated according to the percentages presented in the study done in [9], performing
the extrapolation for this case.
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The goal of the ANN is to try to predict the actual response from the active consumer,
as their expected availability for the context in which the DR event was triggered. The
authors wanted to distinguish between both perspectives: with (Scenario 2 and 3) and
without (Scenario 1) any information that could probably identify the active consumer.
With this, the authors intent to understand if the personal data can lead to better results,
since can better identify each consumer.

4 Results and Discussion

Table 1 defines several scenarios where the features are DR period, temperature, day of
the week, day of the month, the CCR, age and gender of the participants. The independent
rates such as CR, HR, SR and LER were not included as input feature since are already
represented by the CCR. To express the age interval and gender with integers, the authors
used a label, and their distribution can be seen in Tables 2 and 3. Also, reference [9]
was used to extrapolate the percentage of participants within the age interval and gender
features.

Table 1. Scenarios defined for the proposed study.

Scenario Type 1 |2 |3
Features | Period Integer X X |X
Temperature Decimal |x |x |x

Day of Week | Integer X X |X

Day of Month | Integer X X |X

CCR Integer X | X
Age Integer X
Gender Integer X

Table 2. Age interval input definition

Age Interval [9] Participants | Label
[20,29] 3.00% 11 1
[30,39] 25.80% 105 2
[40,49] 38.70% 158 3
[50,59] 23.8% 97 4
[60,69] 8.60% 35 5
[70,79] 0.10% 0 6
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Table 3. Gender input definition

Gender [9] Participants Label
Female 49.80% 202 0
Male 50.2% 203 1

The three defined scenarios are increasing the level of information since more fea-
tures are added. The first one does not include any knowledge that could lead to the
identification of the active consumer, since privacy problems can be raised — namely
since CCR includes the SR. A data preparation step was performed, where all the miss-
ing values and categorical data were dealt with. In the “Day of the week” feature, the
first day is Sunday, classified as 1. The “Period” feature regards the data gathered on a
15-min basis, where the first period was at 12 PM, and the input dataset has information
regarding one month of events.

The implementation of ANN for the present case study was performed using python
language and resorting to Google Colab. The libraries for this purpose were pandas,
numpy, tensorflow and scikit-learn. As input, the dataset with more features has 6 dimen-
sions and a total of 1.169.274 records per dimension and was withdrawn from previous
works by the authors [7], diving the test and train datasets in a 20 to 80 percentage. The
authors main goal is to create an ANN capable of predict the active consumer availability
to respond to a DR event in a certain context. There was a total of two hidden layers,
the batch size was 32 and the number of epochs was 100. For the target value, it was
considered that O represents a non-response and 1 represents a response.

When importing the dataset, and since the categorical variable were already dealt
with, it was time to split into training and testing dataset. Firstly, the authors used the
train_test_split function from the scikit-learn library, using a configuration such that 80
percent of data will be there in the training phase and 20 percent of data will be in the
testing phase. Also, the feature scaling was performed.

Initializing the ANN by creating an object by using a Sequential class — the input
layer. After, the first test is initialized, modifying the number of hidden layers comparing
one and two. It is believed that one hidden layer might be enough by many authors in the
literature in the Dense class: units and activation. Units stands for the number of neurons
that will be presented in the layer and activation specifies. For the present study, rectified
linear unit was used as an activation function. Finally, the output layer is created. Should
be highlighted that, since this is a binary classification problem — 0 represents a non-
response and 1 represents a response, only one neuron it is allocated to the output. So,
unit is equal to one. For this final layer, the activation function was sigmoid. With this,
it is possible to compile the ANN, where the optimizer used was adam, the loss function
was binary_crossentropy, and the performance metrics used was accuracy. As the last
step, the fitting process introduces the number of epochs. For this case, one hundred
epochs were studied.

So, the results from the case study one, as a training dataset with 80 percent, number
of hidden layers equal to one and number of epochs equal to 100 and can be seen in
Fig. 2.
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Fig. 2. Case study 1 — scenario accuracy comparison

The time per epoch was rather small for all the data considered, around 20 s, taking
a maximum of 34 min per scenario. Regarding the values of accuracy, scenario 1 was
the one with a lower value. The remaining had similar behaviour, achieving 87.32% and
87.41%, respectively. Regarding the prediction results, Table 4, presents the comparison
for this case study.

Table 4. Case study 1 — prediction vs actual results from ANN

Scenario Prediction Actual
Responses Non-responses Responses Non-responses
1 115199 0 74.065 41.134
2 78939 36260
71080 44119

The ANN in scenario 1 predicted that all the participants responded for the contexts
in the test. Although only 74.065 actually participated. Regarding scenario 2, the error
on the prediction was a total of 4874 records while scenario 3 deviation was around 2985
records.

Moving for the case study 2, where the dataset was divided into 80 percent for
training, the number of hidden layers equals to two and number of epochs equals to 100.
So, the ANN accuracy for the three different scenarios can be seen in Fig. 3. Again,
the time per epoch was rather small for all the data considered, around 20s, taking a
maximum of 36 min per scenario.

The scenario 1 was the one with the lowest accuracy. Considering only the outside
contexts do not lead to a high value of accuracy since the maximum value (64.35%) was
found on epoch 16 and maintained this value until epoch 100. Regarding scenario 2,
remembering that the different between the last is the CCR, the accuracy increased
around 24.95% for the maximum value. However, this value was only achieved in the
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epoch 86. For the last scenario, the maximum accuracy value was close to scenario 2
(89.29%), yet, it was reached sooner, on epoch 55.

So, in terms of practical numbers, Table 5 presents the comparison between the
predicted and the actual values for the trained ANNs.

Table 5. Case study 2 — prediction vs actual results from ANN

Scenario Prediction Actual
Responses Non-responses Responses Non-responses
1 115.199 0 74.065 41.134
2 80.217 34.982
78.944 36.255

The test dataset had a total of 115.199 records and, that was the number of responses
that scenario 1 predicted — although the number of actual responses was 74.065. For
scenario 2, the number of predicted responses was 6.152 above the actual value. While
for scenario 3, the predicted responses were below, 4.879 records closer to the actual
value. Indeed, having more information regarding the active consumers helped reduce
the number of responses that were non-responses. Regarding the number of hidden
layers, for scenario 1 there was no difference. For both scenario 2 and scenario 3, two
layers had a higher value of accuracy but in the comparison of predicted records, one
layer had lower errors.

5 Conclusion

Nowadays, to deal with the impacts of the non-renewable resources regarding climate
change, the active consumers must provide flexibility to achieve system balance when
the renewable resources do not. Yet, it will take time, education, and resource to make
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rational decisions as economic players. In this way, the authors propose a Contextual
Consumer Rate as a tool to aid the aggregator in choosing the proper participants for
a DR event. This rate classifies the participants according to their performance at DR
events.

In the case study presented, the idea was to design an ANN capable of predicting
the actual response of a participant in a DR event using features such as DR period,
temperature, day of the week, day of the month, the CCR, age, and gender of the partic-
ipants. However, privacy concerns were raised so, three different scenarios were created
to understand the need for personal information for the proposed methodology. Also, a
comparison between the number of hidden layers in ANN was performed. The scenario,
where besides outside context information, the CCR was included had high values of
accuracy. Although CCR can provide personal information, regarding to the location
of the active consumer, can also give to the aggregator proper knowledge to predict the
actual response from the active consumers in the local community with only one feature.
Also, according to the results section, after epoch 30 nothing significant happens but, to
take this conclusion was needed to test with a higher number of epochs.
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Abstract. Steelis araw material widely used in industry due to its advantages over
other alternatives, such as cost, fast and environmentally friendly recycling, ease of
use, high strength, different finishes and qualities. Forecasting steel prices has been
an important and challenging task that has traditionally been tackled with econo-
metric, stochastic-Gaussian and time series techniques. Advancing from previous
work on this open challenge, in the present paper some Artificial Neural Networks
are applied for the first time to forecast the price of hot rolled steel in Spain. More
precisely, some non-linear neural networks are applied to several different input
time series. The target of this research is twofold; on the one hand, identify which
of the neural models outperforms the other ones when predicting steel prices and,
on the other hand to validate different data series for such prediction. The main
outcomes of this research, after validating the neural models on real data from
last 7 years, greatly contribute to this field as novel and relevant conclusions are
obtained.

Keywords: Neural networks - NIO - NAR - NARX - Forecasting - Steel price

1 Introduction and Previous Work

Steel is an alloy of iron ore with other elements, mainly carbon, but also other minerals
to modify its properties. Besides using these minerals, steel can also be produced using
steel scrap, making it a highly recyclable material that represents a true circular economy
today. The discovery of steel and its subsequent improvement in steel production tech-
nology was part of the first and second industrial revolutions, so steel has been essential
to the modernisation of the world and continues to be so today.

Global steel production exceeded 1875 million tonnes in 2019, according to the
International Steel Association!, and it is the most energy-intensive industrial sector in
the world [1].

Therefore, steel is of great importance for world industry, as it is used in different
formats for a large number of industrial sectors (construction, household appliances,

1 https://worldsteel.org/
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vehicles, etc.), and it is a material with an excellent relationship between its physical
properties (elasticity, strength, resistance) for its cost. It is also a versatile material that
is used in new and varied ways everyday thanks to the development of new alloys and
coatings with improved properties [2].

Initially, steel was obtained in a furnace, to which iron ore and coking coat were
added to melt these minerals with fire. Air blowing was used to drive the furnace fire to
force the combustion gases through and mix the raw materials to obtain pig iron, which
is an alloy that melts at a lower temperature than steel. The pig iron is then minced
and ground, and mixed with coal in a crucible, which is sealed to prevent oxidation and
slowly cooled to obtain the piece of steel, which is then used for forging. Later, various
technological advances were made in the process (Bessemer process, Gilchrist-Thomas
process, Siemens-Martin), to produce large quantities at low cost. Today, electric mini-
furnaces are also used to produce steel from scrap (ferrous scrap and iron ore fines Fe
62%). There are two different routes in the steelmaking process, the primary or BOS
(Basic Oxygen Furnace), which mainly uses iron ore and coal, and the secondary route
or EAF (Electric Arc Furnace), which uses steel scrap [3].

A distinction can be made between different types of steel depending on their chemi-
cal composition (carbon, stainless, electrical and special steel), their physical form (coil,
flat and long steel), their processing stage (hot-rolled, cold-rolled, galvanised steel), as
well as their finish, which means that steel is not a homogeneous product [3].

The price of different types of steel depends on many factors, such as raw materials
(iron ore, coal), production process, production capacity, investments, energy costs,
demand, supply, political factors [4]. In addition, it appears that there may be some
correlation between the price of steel and the share price of the steelmaking companies
[5]. On the other hand, there are studies that suggest a one-way correlation between
some variables, such as the price of oil influencing the price of steel, but not vice versa
[6]. And, metal prices have been considered as relevant indicators for markets due to
their ability to adjust to macroeconomic and speculative conditions [7].

Due to the widespread use of steel in many sectors, the price of steel is a major factor
influencing the competitiveness of many companies. Therefore, predicting price trends
can help companies to make decisions on buying and selling steel in order to increase
their profitability.

In general, the prices of steel products all follow the same pattern, but Hot-rolled
Sheet Coil (HRC) is usually considered as the benchmark because it accounts for the
largest volume of steel exports [8].

Although the steel market is global, the price of steel can differ from country to
country, due to different reasons, such as tariffs, market demand, taxes, among others.
Nevertheless, the evolution of steel prices is parallel in each country [9-11]. In addition,
the price of commodities, including steel, seems to experience relatively different cor-
related fluctuations for each country, which may be due to similar international terms of
trade [12].

For the prediction of steel price, multiple models have been used, such as the Auto-
Regressive Integrated Moving Average (ARIMA) model [13, 14], as well as Long Short-
Term Memory LSTM [15]. On the other hand, the applied non-linear neural networks
have been previously applied to some other problems such as logistics [16] or precision
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agriculture [17] among others. Differentiating from this previous work in the present
paper some non-linear neural networks are applied to this problem for the first time.
Additionally, novel data series are used as the input data for such predicting models.

This study focuses on the prediction of the HRC price for Spain, and it includes
a comparison of several neural network models (Described in Sect. 2), namely: Non-
linear Input-Output (NIO), Non-linear Auto-Regressive (NAR), and Non-linear Auto-
Regressive with Exogenous Input (NARX)). Such supervised-learning models are
applied for steel price time series forecasting. Furthermore, the impact of the parame-
ter tunning for these models is also assessed. Additionally, some different data series
(described in Sect. 3) are studied and compared in order to identify which one contributes
to the most precise prediction.

2 Materials and Methods

In the present section both the used data (Subsect. 2.1) and the applied models
(Subsect. 2.2) are introduced.

2.1 Dataset

As previously mentioned, the present research focuses on predicting the price of hot-
rolled sheet coil (HRC) for Spanish market. The source for this data is CRU-Commodities
Research Unit® which is a leading independent supplier of steel market information. In
order to predict the price, three groups of data are studied:

e Series 1: Stock market prices of three major global steel producing companies, which
are Posco, ArcelorMittal and NipponSteel, whose data source is NYSE — Nasdaq Real
Time Price in USD?.

e Series 2: Economic situation in Spain, including data related to three issues: a) Price
(Index 2010 = 100): Consumer Price Index Harmonized, Consumer Price Index All
items, Producer Price Index All Commodities Index; b) Economic Activity- Industrial
Production (Index 2010 = 100): Total Index, Manufacturing Index, Mining Index; c)
External Trade Goods (US Dollars): Value of Imports (Cost, Insurance, Freight CIF),
Value of Exports (Free on Board FOB). (Data source from International Monetary
fund®).

e Series 3: Price of other commodities: price of Aluminum; Brent Crude; Cobalt;
Copper; Dubai Crude; Gold; Lead; Molybdenum; Silver; Zinc (Data source from
International Monetary fund).

The data series for all features corresponds to a monthly periodicity during the period
2013-2019. A monthly periodicity is used for the data source as this is the time unit
generally established in steel price indexation and is sufficient to reflect the volatility of
the steel price [18]. As a sample of the target data to be forecasted, the maximum price
of HRC in the series under analysis was identified in.

2 https://www.crugroup.com/
3 https://finance.yahoo.com/
4 https://www.imf.org
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2.2 Non-lineal Neural Models

In order to predict the price of HRC steel, the data described in previous subsection has
been used as the input data for several neural models for non-linear time-series forecast
[19], namely: Non-linear Input-Output (NIO), Non-linear Autoregressive (NAR) and
Non-linear Autoregressive with Exogenous Input (NARX). All these three can be defined
as feedforward Neural Networks (NN) that includes a tap delay associated to the input
weight. The models have a finite dynamic response to time series input data thanks to
such delay.

Although these three models have similar characteristics, there are also some differ-
ences, being mainly the data the model is provided with. Firstly, there is the NIO models
that tries to predict a data series only taking into account previous values of other data
series but not the target one. That is, the data series to be predicted is not used itself as an
input. Oppositely, the NAR model, as stated in its name just models a relation between
previous values of the data series whose future values is trying to predict. Hence, only
the series to be predicted is used by this model. These two approaches are combined in
the NARX model, as it predicts the values of a data series by using the previous values
of it (endogenous input) while considering some other data series (exogenous inputs).

In a more formal, way, these models can be mathematically defined as follows,
considering y(t) the feature to be predicted in time instant t and f() the function to be
approximated by the time-series forecasting model. Mainly consisting of a model that
predicts a series (y) only using n previous values of it, the NAR model can be expressed
as:

yO)y =f—1,...yt—ny) (D

From an opposed perspective, the NIO model tries to predict a series (y) using n
previous values of a different one (x):

yO)y =f@@ =1, ..., x(t —ny)) 2)

Finally, the NARX is a model that combines previous values of both the series to be
predicted (y) and those from a different one (x) that is considered the exogenous one:

yO) =f(ye =1, ...,y —ny),x@t=1),...,x(t — ny)) 3)

3 Experiments and Results

This section presents information about the performed experiments, as well as the
obtained results. When defining the experiments and based on previous results, the
parameters of these models has been tuned with combinations of the following values:

e Training algorithm: {1 — Levenberg-Marquardt, 2 — Batch Gradient Descent, 3 —
Gradient Descent with Momentum, 4 — Adaptive Learning Rate Backpropagation, 5 —
Gradient Descent with Momentum and Adaptive Learning Rate, 6 — Scaled Conjugate
Gradient, 7 — Broyden—Fletcher—Goldfarb—Shanno Backpropagation}
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o Number of hidden neurons: {1, 5, 10, 15, 20}
e Number of input delays: {1, 2, 3,4,5,6,7,8,9, 10}
e Number of output delays: {1, 2,3,4,5,6,7,8,9, 10}

In order to obtain more statistically significant results, 10 executions have been
performed for the same configuration of the parameters. Due to the combination of all
these values, 350 executions have been carried out for the NIO and NAR models per
each one of the data series. In the case of NARX, as it combines a varying number of
both input and output delays, 3.500 executions have been carried out per each one of the
data series.

The averaged Mean Squared Error (MSE) for the 10 executions is provided in this
section. In each one of the tables, the lowest error value per column is in bold.

Initially, the averaged results obtained by the time-series models are presented per
the number of input delays in Table 1.

Table 1. MSE of the results obtained by the NAR, NIO, and NARX neural models. Averaged
results for the 3 data series are shown per the number of input delays.

N input delays | NAR NIO NARX
1 44777.62 | 34768.56 30731.95
2 36811.43 |33635.41 | 1259633.09
3 35092.46 |36092.17 31739.07
4 37317.69 | 30805.89 31725.67
5 35941.02 |34324.44 34231.69
6 32765.64 | 34953.35 34211.34
7 29586.15 | 35951.07 34099.02
8 35067.41 |42498.11 36024.10
9 35714.85 | 41546.65 37190.99

10 27439.20 | 39195.92 39736.90

From the results in Table 1, it can be said that opposed results have been obtained
for some of the models: in the case of NAR, the lowest error is obtained with the highest
number of input delays (10) while in the case of NARX it has been obtained with the
lowest one (1). In the case of NIO, an intermediate value (4) for input delays is the one
with the lowest error.

Results obtained by the neural models are also presented per the number of hidden
neurons in Table 2.

When considering the number of neurons in the hidden layer of the neural models,
opposing results are found: when only the price data series is used (NAR model), the
lowest error is obtained with the biggest hidden layer (20 neurons). However, when the
endogenous data series are used (NIO and NARX models), the lowest error is obtained
with the smallest hidden layer (1 neuron).
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Table 2. MSE of the results obtained by the NAR, NIO, and NARX neural models. Averaged
results for the 3 data series are shown per the number of hidden neurons.

Neurons NAR NIO NARX
1 35092.46 10662.66 10453.78
5 36205.07 21073.80 20342.18
10 34353.33 33933.62 646951.91
15 32326.78 5249422 47046.96
20 31577.02 63721.49 59867.09

In Table 3, the obtained results are presented per the training algorithm.

Table 3. MSE of the results obtained by the NAR, NIO, and NARX neural models. Averaged
results for the 3 data series are shown per the training algorithm.

Training NAR NIO NARX
algorithm

1 2029.26 | 12615.28 11009.04
2 115329.59 | 94843.10 | 947446.69
3 117558.44 | 95041.44 89026.89
4 3321.75 | 15365.87 12867.00
5 3845.27 | 13214.13 16612.29
6 1448.84 | 11720.95 10919.50
7 1826.28 | 11839.34 10645.26

As it can be seen in Table 3, there are strong differences regarding the errors
obtained when training the models with different algorithms, being the best and worst
results clearly identified. The two algorithms associated to best results (smallest error)
are “Scaled Conjugate Gradient” (6) and “Broyden—Fletcher—Goldfarb—Shanno Back-
propagation” (7) for all the three models. On the other hand, the worst results (highest
error rates) are associated to the “Batch Gradient Descent” (2) and Gradient Descent
with Momentum (3) for all the three models.

As one of the targets of the present research is identifying the best time series for
predicting the price, averaged results are also presented in Table 4 per the used data
series (only NIO and NARX models as the NAR model is only provided with the price
itself).

When only using the endogenous data series to make the prediction (NIO), it is the
data series 3 (Price of other commodities) the one associated to best results and the data
series 1 (Stock market prices) the second best. When combining the endogenous data
series with the price itself (NARX), it is the other way round: the data series 1 is the
one associated to best results and the data series 3 is the second best. For both models,
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Table 4. MSE of the results obtained by the NIO, and NARX neural models. Averaged results
are shown per the data series.

Data series NIO NARX

1 29775.95 26434.71

2 52250.05 417830.09
27105.46 26532.35

the data series 2 (Economic situation in Spain) is the one associated to worst results.
Regarding the neural model that is applies, it can be said that each one of the data series,
the best result is always obtained by the NARX model, being NIO in all cases the second
best.

Finally, in order to clearly identify the best single results, Table 5 presents the lowest
error rates for each parameter combination. In this case, the error has been averaged only
for the 10 executions run with exactly the same values for the different parameters.

Table 5. MSE of the results obtained by the NAR, NIO, and NARX neural models. Best single
results (averaged only for the 10 executions) are shown.

Input data series | NAR NIO NARX
Price itself 566,63 - -

1 - 789,75 | 460,41
2 - 1150,34 | 796,86
3 - 664,81 | 582,63

For this individual results (error is not averaged for all the parameter combinations),
similar results to those in Table 4 can be seen: the best result is obtained with data series
3 in the case of the NIO model while it is the data series 3 in the case of the NARX
models. In both cases, the worst results are obtained with data series 2. Regarding the
neural models, for all the endogenous data series, NARX clearly outperforms NIO in all
cases.

All in all, the best single result (10 executions) is obtained when combining the
NARX model and the data series 1. The second best is obtained by the NAR model,
hence using only the price data series.

4 Conclusions and Future Work

This study has presented empirical results obtained with three datasets (stock market,
economic and other commodity) on the performance of several non-linear models (NIO,
NAR, NARX) for steel price forecasting. The performance of the different neural models
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and their parameters has been compared. The used models have not been previously
applied for steel price forecasting.

After analyzing the individual results, it can be concluded without any doubt that
best predictions of the HRC steel price are obtained with the NARX model and data
series 1, showing superior performance to the other models and data series. So, it can be
concluded there is a strong relationship between the share price of steel companies and
the price of steel.

From the perspective of parameter tuning, it can be concluded that for some of the
parameters there is not a consensus affecting all the models. The best values for the
number of input delays and hidden neurons varies from one model to the other one so
it must be adjusted case by case. However, in the case of the algorithm used to train
the model, it can be concluded that the “Scaled Conjugate Gradient” and “Broyden—
Fletcher—Goldfarb—Shanno Back-propagation” are the most advisable ones for all the
three models.

When considering the input data series in general terms, the “Price of other com-
modities” and “Stock market prices” are those associated to best results. Worst results
have always been obtained when using the “Economic situation in Spain” data series.

From a business perspective, the result obtained shows that the stock market per-
formance of the shares of steel producing companies is correlated with the evolution
of the price of steel. This connection is consistent with the effect that increases in the
selling price of a company’s material, with equal demand, have a positive influence on
the profitability of the company, and therefore the value of the share is increased by
investors.

In future studies, new soft-computing techniques and other data series can be used
to improve the existing predictive models.
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Abstract. Geospatial data treatment is an important task since it is a
big part of big data. Nowadays, geospatial data exploitation is lacking in
terms of artificial intelligence. In this work, we focus on the usage of an
machine learning models to exploit a geospatial data. We will follow a
complete workflow from the collection and first descriptive analysis of the
data to the preprocess and evaluation of the different machine learning
algorithms. From unload dataset we will predict if the unload will lead
to civil work, in other words, it is a classification problem. We conclude
that combining machine learning and geospatial data we can get a lot
out of it.

1 Introduction

In recent years, the amount of geospatial data has grown and will grow exponen-
tially according to the U.S. National Geospatial Intelligence Agency. That is why
the traditional treatment of this information has become completely obsolete,
both in terms of computing capacity and exploitation of knowledge. Thus, we
must move towards an information analysis methodology that delegates tasks to
computational intelligence.

The objective of this project is the combination of an artificial intelligence
models and geospatial data to enrich and exploit this data. Therefore, a complete
workflow will be followed from the collection and first descriptive analysis of the
data to the preprocess and evaluation of the machine learning models.

To be precise, we will have a dataset of all the unloads carried out since 2010
from two cities. First we are going to clean this dataset and apply some methods
such as outlier detection, feature selection, etc. to get a certain dataset adapted
to our project, machine learning algorithms.

Furthermore, we will have another dataset of construction works done in
those two cities. However, due to some problems there is still no data to validate
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our proposal, so we built some models to generate a synthetic dataset with some
degree of arbitrary complexity, so that if our approach succeeds on this dataset,
it can be useful when we acquire the dataset.

Then, we will associate the construction work dataset to the unload dataset
and select possible unloads that led to construction work. Therefore, it is a
classification problem which identifies the unloads that led to construction work.

Finally, we will use this prediction to take actions on some issues, such as
financial aid, take advantage of the area to do similar construction works, etc.

1.1 State of the Art

Over recent years, the exploitation of geospatial data has been of great impor-
tance, since a significant part of big data is actually geospatial data, and the
size of such data is rapidly growing by at least 20% every year as it says in
[1]. This exploitation benefits in fuel and time savings, increased income, urban
planning, medical care, etc. On the other hand, geospatial data is important for
Earth observation, geographic information system/building information model-
ing (GIS/BIM) integration and 3D /4D urban planning [2]. The general concept
to analyze GIS and BIM data structures and spatial relationship will be of great
importance in emergin applications such as smart cities and digital twins [3].

In last seven years there have been several projects related to geospatial data
and artificial intelligence.

In 2015 [4] support vector machine (SVM) and coactive neuro-fuzzy inference
system (CANFIS) algorithms were tested to predict crash severity in a regional
highway corridor and discover spatial and non-spatial factors that are system-
atically related to crash severity. Also, a sensitivity analysis is carried out to
determine the relative influence of the crash. In 2017 [5] a GIS based flood mod-
eling for Damansara river basin in Malaysia. The frequency ratio method was
combined with SVM to estimate the probability of flooding. The flood hazard
map was produced by combining the flood probability map with flood triggers
such as daily rainfall and flood depth. The approach of this project would be
effective for flood risk management in the study. In 2018 [6] used machine learn-
ing to address the challenge of layers in geospatial data. The fundamental hurdle
in geospatial data is identifying what number of feature levels is necessary to
represent user’s multidimensional preferences by considering semantics, such as
spatial similarity and metadata attributes of static data sets. In 2019 [7] a mod-
eling combining the LogitBoost classifier and decision tree and geospatial data
from multiple sources were used for the spatial prediction of susceptibility to
tropical forest fires. This project is necessary for disaster management and a
primary reference source in territorial planning. SVM, random forest (FR) and
kernel logistic regression (KLR) were used as benchmarks. En 2020 [8] a project
to facilitate planning efforts using multitude of tightly interlocked component
measured by new sensors, data collection and spatio-temporal analysis meth-
ods. With geospatial data and urban analysis understand urban dynamics and
human behavior for planning to improve livability. Moreover, [9] in India ran-
dom forest model to produce exposure maps of the areas and populations poten-
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tially exposed to high arsenic concentrations in groundwater. Finally [10] using
Al-based techniques for 3D point clouds and geospatial digital twins as generic
component of geospatial Al. 3D point clouds can be seen as a corpus with similar
properties as natural language corpora and formulate a ‘naturalness hypothesis’
for 3D points clouds.

1.2 Research Proposal

The proposal of this project is the combination of the geospatial data and
machine learning models to get the most out of this concrete geospatial data, for
example, show the construction work predictions to the town hall, thus they can
take action sooner, etc. Therefore, the main focus of this project is to classify
the unload dataset if they will led to construction work.

Since, the steps taken to do construction works and the features of this
datasets are quite similar in different areas, this work can be applied in different
cities for same purpose.

2 Methodology

In this section, we will describe the database and the steps taken to develop this
project .

To begin with, we start with a dataset of construction unloads done in a city
since 2010. This dataset has 2859 unloads and 14 features (Table 1).

Table 1. Features: on the left feature names and on the right feature description.

REQUEST_ID Unload identification, unique integer values

NAME Name of the enterprise that unloads the materials

USER User that records the information of the unloads on a database

DATE Date when the unload is done: YY-MM-DD HH:MM:SS.MMM

CENTROID Geographic centroid of the unload: 123456,1234567

MUNICIPALITY | Municipality where the unload is done

TYPE Unload type: ’cultive’ (3); 'work’ (1932); 'minor work’ (18); ’project’ (906)

PROMOTER Name of the company that has requested the unload

CIF CIF of the enterprise that unloads

CLIENT_ID Identification in the database of the enterprise that unloads the materials

ACTIVITY The activity carried out by the enterprise that unloads the materials

AREA The area it covers from the centroid in hectares

COST Unload cost in euros: two decimal places for cents

SERVICE_CLASS | The purpose of the unload: ‘canalization’ (1946); ‘edification’ (146); ‘civil
work’ (423); ‘urbanistic planning’ (5); ‘urbanization’ (160); ‘others’ (175)
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2.1 Preprocess

After analyzing the dataset, we provide all preprocessing done to have certain
dataset for machine learning algorithms (Table 2). First of all, feature selection,
some features of the unload dataset are meaningless:

Table 2. Meaningless features: on the left feature names and on the right the reason
why it is meaningless.

REQUEST_ID We can identify the unloads by integer sequence beginning

by 1
NAME We can identify the enterprises by their CIF, how they
name it is meaningless for machine learning algorithms
USER Users that records the information do not affect the result

MUNICIPALITY | Municipality where the unload is done do not affect the
result. Moreover, it has static value, therefore the standar
deviation is 0

CLIENT_ID We will use CIF to identify the enterprises that unloads
the materials

On the other hand, some features are better represented by other ways (Table

Table 3. Features that can be represented better.

DATE We represented the date yearly and monthly. In future we
may represent daily too. Thus the dataset has two more
features: YEAR; MONTH

CENTROID | Geographic points are better represented by X and Y.

After previous changes, the new dataset has 11 features: ‘TYPE’; ‘PRO-
MOTER’; ‘CIF’; ‘ACTIVITY’; ‘AREA’; ‘COST’; ‘SERVICE_CLASS’; ‘X’; ‘Y7,
‘YEAR’; ‘MONTH’.

Over this dataset, we changed the values of the feature ' PROMOTER’, since
there were values that meant the same but it was written differently. For example,
‘city hall’ and ‘city hal’.

Furthermore, atypical or abnormal observations potentially affect the estima-
tion of parameters. There are different ways to deal with atypical observations,
but we decided to remove them. For this task, after analyzing the dataset we
perceived that some points were out of the range of the city, thus this points
would be classified as atypical observations, then to be removed.
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2.2 Data Analysis

Once the cleaning was done, we analyzed the dataset associating the features
between them and drew some conclusions.

To begin with, we did temporal analysis using the features ‘YEAR’ and
‘MONTH’ to see the temporal unload behavior. Analyzing it yearly we realized
that this city had uptrend since 2010 (100 unloads) until 2021 (400 unloads).
Hence, it can be expected that in 2022 there will also be quite a few unloads.
Likewise, analyzing it monthly we can notice the deterioration in August and
December, since these months are holidays, and between these two months there
is a rise and a fall.

Then, we did temporal analysis of the feature ‘TYPE’ and realized that the
uptrend is due to the unload type project. Doing it monthly, follows the trend
that we have said before, deterioration in August and December, and between
them a rise and a fall (Fig. 1).
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Fig. 1. Data analysis: unloads per year and unloads per month.

Also, when we did temporal analysis of the promoter, the city hall promoted
lot more in years of covid compared to the other years, since in 2020 and 2021
promoted 120 unloads each year and the maximum of the other years do not
surpass 60.

Finally, unloads that leads to urbanization and civil work has uptrend tem-
porarily, while canalization and the others had different distributions.

Furthermore, we did associate different features and drew some conclusions
as the city hall focus more on canalization and civil work, the city hall contacts
more with enterprises that are contractor, the area it covers depending on unload
type, etc.

After analyzing the dataset we decided to cluster by geographical points.
This way we could analyze the changes depending on clusters.
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We used two different methods for the clustering, therefore, we have two
more features, one for each cluster:

¢ Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [11]:
Unsupervised learning algorithm for clustering. This algorithm uses density
to cluster the data points. Initially this algorithm classifies the points into
three categories: Core points, Border points and Noise points. Core points
must have equal or greater than minimum neighbors. Border points has less
than minimum neighbors and the point should be in the neighborhood of a
core point. Lastly, noise points are points that are neither a core point nor a
boundary point. Once classified the points, if two core points are neighbors
they are linked by a density edge and are called density connected points.
Finally, it discards noise, assign cluster to a core point, color all the density
connected points of a core point and color boundary points according to the
nearest core point.

e Model-Based Clustering [12]:

Statistical approach to data clustering. The fit between the given data and
some mathematical model, and is based on the assumption that data are
created by combination of a basic probability distribution. Initially assigns
k cluster centers randomly and iteratively refines the cluster based on two
steps: Expectation step and maximization step.

Then we analyzed the cost depending on clusters and saw that the cost do
not change depending on where it unloads.

2.3 Dataset Generation

Once the unload dataset is cleaned, we have to associate with the construction
works dataset to add another feature to the unload dataset that represents the
unload has led to a construction work. However, as there is still no data of
construction works done, we have had to generate a synthetic feature following
some reasoning. So, if our approach succeeds, it can be successful in real life
experiments.

First, we added a new binary variable ‘WORK’ to the unload dataset which
represents that the unload has led to construction work or not (Fig.2. Then,
depending on the features we set 1 value on some unloads:

e TYPE: Set 1 on 90% of the minority classes, that is, those that appear less
than 40 times.

e PROMOTER: From the ‘city hall’ (553) and ‘company name’ (544) to %60
we have set 1, since these values have risen in recent years. Therefore, we
have reasoned that their licenses were being accepted. Moreover, we have
given more importance to ‘city hall’, since we thought that ‘city hall’ projects
has more possibility to be accepted.

e ACTIVITY: From the ‘city hall’ and ‘engineering’ to %60 we have set 1. Here
we have followed same reasoning: uptrend and city hall.

e SERVICE_CLASS: From ‘urbanization’ and ‘civil work’ to %70 we have set 1.
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e From other features we could not get reasonable things, so from the rest of
the 0 values to the 15% we have set 1 randomly.

The unload dataset need a general review, since we just added one variable
value, that is, for one construction work there can be more than one unload,
so if one of those unloads has 1 other unloads have to have 1. This review was
carried out by checking if some features are equals and the centroid point is in
a certain radius of the unload centroid that led to construction work. After this
review we got 1245 instances for class 0 and 1487 instances for class 1.

avic
WORK

Fig. 2. Data map after the ‘WORK’ variable generation. 0 are the unloads that did
not lead to construction work and 1 are the unloads that led to construction work.

2.4 Supervised Classification

In this phase we will fed the unload dataset to classification models using gen-
erated variable as class variable. We used 100 different seeds for every model,
which was trained using 10 fold cross-validation [15]. This method partition the
training dataset depending on a variable ‘k’ which in this case is 10. It partition
the training dataset into 10 subset, then uses each subset as test data and the rest
as training data. Consequently, avoids overfitting [16], overfitting occurs when a
statistical model fits exactly against its training data. So the model cannot per-
form accurately against unseen data. Selected classifier for this experiments are:
Support Vector Machine [17], Decision Tree [19], Random Forest [20], Gaussian
Naive Bayes [22] and K-Nearest Neighbor [23].
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2.5 Evaluation

Once the models are trained and tested it has to be evaluated to see the per-
formance. For this task we used different evaluation metrics. This evaluation
metrics are calculated using a confusion matrix. Confusion matrix is an N x N
matrix, where N is the number of target classes. This matrix compares the
actual target values with those predicted by the machine learning model. In our
case, the matrix is 2 x 2 and it has 4 different values: TP (True Positive), TN
(True Negative), FP (False Positive) and FN (False Negative). We select as eval-
uation measures these well known measures: accuracy, precision, recall, f-score,
Matthews Correlation Coefficient and Modified Confusion Entropy (MCEN) [25].

After testing the models and measuring the performance practically, we have
compared the models statistically. First we applied Kolmogorov Smirnov [26] to
see if there is normality in our evaluation metrics. In our case, the p-value is less
than .05, thus we reject the null hypothesis. We have sufficient evidence to say
that the data does not follow normal distribution.

As our data does not come from a normal distribution we applied Kruskal
Wallis [27]. After applying Kruskal Wallis we got the p-value higher than .05, in
consequence we can conclude that there are not significant differences between
machine learning models.

2.6 Results

In this section we will show the results achieved by the machine learning algo-
rithms. The first table shows the results achieved of mean value and stan-
dard deviation for different evaluation metrics in each classification model. We
achieved the best results for our dataset using random forest as we can see the
numbers in boldface. On the other hand, the second table shows the confidence
interval for previous evaluation metrics in each classification (Table 4 and 5).

Table 4. Mean and standard deviation of evaluation metrics for different machine
learning algorithms.

Mean/ SVM Random Forest | Decision Tree | Gaussian Naive Bayes | k Nearest neighbor
Standard deviation

Accuracy 0.68/+£0.02|0.79/ £+ 0.02 0.75/4+0.02 |0.65/+0.03 0.53/ £0.02
Precision 0.71/4+0.02|0.78/ £+ 0.02 0.71/4+0.07 |0.58/+0.03 0.57/£0.02

Recall 0.74/+0.03 | 0.84/+0.03 | 0.82/+0.10 |0.77/+0.03 0.62/ £0.04
f-Score 0.72/+0.02|0.81/ +0.02 0.75/4+0.04 |0.66/+0.02 0.59/ £0.02

MCC 0.36/+0.05|0.55/+0.04 | 0.37/+0.17 |0.33/£0.06 0.03/ £0.05
MCEN 0.77/4+0.02 | 0.65/ £ 0.03 0.64/4+0.16 |0.74/+0.03 0.87/+0.01
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Table 5. Confidence interval of evaluation metrics for different machine learning
algorithms.

Confidence Interval | SVM Random Forest | Decision Tree | Gaussian Naive Bayes | k Nearest Neighbor
Accuracy 0.685 — 0.688 | 0.787 — 0.790 | 0.749 — 0.752 | 0.650 — 0.654 0.528 — 0.532
Precision 0.710 — 0.713 | 0.781 — 0.784 | 0.705 — 0.713 | 0.578 — 0.582 0.568 — 0.571
Recall 0.736 — 0.741 | 0.844 — 0.847 | 0.817 — 0.830 | 0.775 — 0.779 0.623 — 0.628
F-score 0.723 - 0.726 | 0.811 — 0.813 | 0.751 — 0.756 | 0.662 — 0.666 0.594 — 0.597
MCC 0.359 — 0.366 | 0.554 — 0.560 | 0.362 — 0.384 | 0.331 — 0.338 0.026 — 0.034
MCEN 0.772 — 0.775 | 0.652 — 0.657 | 0.635 — 0.655 | 0.746 — 0.750 0.877 — 0.879

3 Conclusion

We have introduced a classification problem based on machine learning algo-
rithms. The different algorithms has been demonstrated over this concrete
geospatial dataset, which also can be used in similar datasets of different areas.
Therefore, we can apply the previous steps to take advantage of the prediction,
such as making most of the construction work area, etc. In future works, first, we
will carry out the previous steps using the real dataset. Then, crossing our data
with the data of the use of credit cards, we will analyze the economic impact of
the construction work on local commerce. Thus, it can help on planning financial
aid to the commerces of that area.
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Abstract. The main objective of this work is to demonstrate that a set of bioindi-
cators linked to the lichen Lobaria Pulmonaria and the bryophyte called Leucodon
Sciuroides are adequate predictors of air pollution heavy metals (HM). A study
case was performed in Oran, a port and coastal city in northwestern Algeria,
located on the coast of the Mediterranean Sea. Each of the HM has been modelled
using a machine learning procedure and in the experiments, the artificial neural
networks (ANN) produces always better and more accurate results than multiple
linear regression (MLR). Furthermore, good obtained results (R correlation coef-
ficient greater than 0.9) demonstrate the main hypotheses and could be used as a
virtual sensor.

Keywords: Virtual sensor - Air pollution estimation - Bioindicators - Machine
learning

1 Introduction

Air pollution produces a reduction in the air quality in cities due to anthropogenic
activities, this is why a wide variety of pollution sources coexist in densely populated
cities. This is the case in the coastal area of Oran in northwestern Algeria where this
study is developed. Oran has a huge commercial centre and an important port reminding
us of other coastal areas where pollution studies have been recently developed [1, 2].

Amongst air pollutants released into the urban environment are traced metals ele-
ments (TMEs) due to the urban dust of rolling traffic. Heavy metals in the air affect the
health of both human beings and ecosystems with dose-dependent toxicity levels [3].
This has prompted authorities worldwide to establish means of monitoring air quality,
including air pollutant monitoring systems, however, air quality monitoring stations pro-
vide information about regulatory air pollutants such as gaseous pollutants or particle
matter (PM), but rarely about heavy metals and organic pollutants [4, 5].
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In this study, the use of bioindicators has been tested to estimate heavy metals
(HM) air pollutants. Bioindicators are organisms that have the ability to bioaccumulate
pollutants in their tissues or on their surfaces [6] and can detect the degradation of air
quality before it severely affects the biotope or human beings.

Plant biomonitoring of air quality using lichens has acquired a considerable scientific
maturity over the last years and has become a valuable complement to instrumental
measurements. The use of lichens and bryophytes is based on the fact that they have no
roots, making them in a direct and unique contact with the air in their environment [7].
Continuing studies in the field of lichen (Lobaria Pulmonaria) and bryophyte (Leucodon
Sciuroides) monitoring around air pollution [8, 9], the data of biomonitoring air quality
in the City of Oran (Algeria) have been used in this study. This study is a continuation
research in the same field of biological pollution bioindicators as shown by studies such
as [3-9].

In this work, the aim was to test bioindicators to design a virtual sensor, continuing
with studies in port areas such as [10—12], in order to avoid carrying out more certain
costly laboratory tests. For this purpose, multiple linear regression (MLR) was tested as
a benchmark method and, on the other hand, the efficiency of models based on artificial
neural networks (ANNs) was tested, comparing both results. The ANNs have non-linear
modelling capabilities that usually allow better behaviour to be obtained, and also usually
superior generalization results are provided for unseen data. A pioneer study in this field
is [7] where they realised that pure instrumental pollution monitoring presented weak
points due to calibration or inaccuracy. The use of bioindicators such as lichens presented
more sensitivity and they were more affordable. Machine Learning approach has been
used in actual studies related to lichens facing air pollution forecasting. In the study [13]
lichens were used in building surfaces in smart cities as an indicator of air pollution.
Advancements in technology permit to apply machine learning to bioindicators proving
that this technique is effective in monitoring air quality. Additionally, the main objective
is to design a virtual sensor to emulate the performance of an air pollution bioindicator
and therefore for saving costs of laboratory and/or human resources.

The advantages of the approach presented in this work is to develop a simple and
cost-effective alternative for instrumental measures enabling a much higher spatial reso-
lution of measurements. In fact, studies obtained air pollution synthetic data from virtual
sensors providing complementary information [14].

This paper is organized as follows. The database is given in Sect. 2. The methodology
is presented in Sect. 3. The results are conducted in Sect. 4. Finally, some conclusions
are shown in Sect. 5.

2 Database

This study is located in the city of Oran, Algeria. Oran is a city in northwestern Algeria,
located on the coast of the Mediterranean Sea.
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The database was collected from the period of December 2018 to June 2019 in one
control site in the Mountains of Annaba and twelve sample points spread by the city
of Oran (see Fig. 1) following a biomonitoring technique that consists of the trans-
plantation of bioindicators samples using the bryophyte called Leucodon Sciuroides
and the lichen Lobaria Pulmonaria resulting from the symbiosis between a fungus
(Ascomycetes) which ensures protection against dehydration, and a green alga (Dicty-
ochloropsis Reticulata) which produces the necessary carbohydrates for the organism
[15]. Bryophytes (B) are the small green plants commonly known as mosses, liverworts
and, hornworts. Lichens (L) are dual organisms consisting of a fungus and an alga or
a cyanobacterium. Both are cryptogam, but the bryophyte (B) acts as like bio accu-
mulators (because bryophyte can accumulate very important amounts of heavy metals)
and the lichen (L) acts as much more as a biomonitor since its more sensitive to low
concentrations, so it reacts to very low concentrations of xenobiotics [9].

The first twelve sample points were set in urban areas where pollution is supposed
to be higher, and the last sample point, the control site, was set in an unspoilt mountain
zone where there is no existence of human activity.

Monthly, samples were carried out in order to conduct the analyses and the dosages
(ascorbate peroxidase activity (APX), guaiacol peroxidase activity (GPX), catalase activ-
ity (CAT), chlorophyll ab content, chlorophyll a content, chlorophyll b content, as well
as the fresh weight/dry weight ratio (FW/DW)) to quantifying the content of biologi-
cal substance. All these dosages data form our database. The complex and expensive
laboratory techniques for measuring HM could be improved by applying the virtual
Sensor.

Table 1 shows the names of heavy metals, bioindicators, and their units.

Fig. 1. Location of the sample points in the city of Oran.
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Table 1. Heavy metals and bioindicators used as variables of the study.

Name initials | Description Units

B The bryophyte called Cryptogam (inferior | _
Leucodon Sciuroides plant)

L The lichen is a Foliaceous

epiphyte called Lobaria
Pulmonaria. A symbiotic
association between algae
Dictyochloropsis
Reticulata and fungus

Ascomycetes
Pb Heavy metal Lead Metallic trace ppm
Cr Heavy metal Chrome elements
Cd Heavy metal Cadmium
APX Ascorbate peroxidase Detoxification pmol/min/mg of proteins
GPX Guaiacol peroxidase enzyme (nano mole/minutes/
milligrammes of proteins)
CAT Catalase
Chl ab Chlorophyll pigments differing in their mg/g
concentrations in plants and their role
Chl a
Chl b
FW/DW Fresh weight/dry weight ratio Adimesional (mg/mg)

3 Met