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This document summarizes the key findings and recommendations of the SafeTRANS Working Group 

“Highly Automated Systems” on regulatory and research challenges to be addressed for cost-effective 

safe deployment of highly automated systems with excellent quality. We therefore focus on technical 

challenges and regulatory needs in the overall development process, including architecture and safety 

aspects as well as V&V (verification and validation), safety-and development processes, and architectures 

to achieve this objective. The working group comprised experts from four application domains 

(automotive, avionics, rail, maritime; see Annex 1 for participating organizations and contributors), 

striving to identify commonalities and synergies towards this objective. It builds on existing roadmaps 

making the case for highly automated systems listed in Annex 2 both on the national and European level, 

and is intended as input for Public Authorities (for regulatory changes and R&D frameworks) as well as 

industry (for standardization). The full document will be published as SafeTRANS Roadmap for Highly 

Automated Systems in September 2016, and will in particular include an elaboration and prioritization of 

the identified research challenges. 

1 Objectives of this Document 

European transportation industries are in danger of losing their leading competitive 

position to provide sustainable solutions for safe and green mobility across all 

transportation domains (Automotive, Avionics, Maritime, Rail). Their competitive asset 

is a profound expertise in developing complex embedded systems
1
. Nevertheless, a 

bundle of challenges in terms of complexity, safety, availability, controllability, 

economy and comfort have to be addressed to harvest the opportunities from 

increasingly higher levels of automation and capabilities outlined in Section 2. These 

                                                        

1 see References in Annex 2 
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efforts for research, development, validation and infrastructure are so high, that no 

single organization will be able to afford them. In order to maintain a leading European 

position it is therefore necessary to establish collaborations in and across industrial 

domains, learn from field data (Section 3), address the challenges identified in Section 4 

and jointly drive the strategic actions (Section 5).  Under the overall vision of safety for 

highly automated transportation systems, we agreed upon the following key objectives 

for a joined cross-sectorial R&D strategy:  

Key objectives 

1. Continuous cross-industry learning processes for the development of highly 

automated transport systems are established enabling fast take up of new 

features and capabilities mandated from analyzing fleet data with the objective 

to continuously enhance system safety and performance. 

2. A common evolvable fault tolerant system architecture, including onboard and 

infrastructure, is standardized to enable the necessary innovation speed and 

allow affordable validation efforts.   

3. Research challenges identified in Section 4 are resolved, and supporting V&V, 

engineering and modeling methods for safe open world systems are invented 

and mature, allowing validation and verification to be done with a model 

centric approach. An open development environment and an accepted 

development and validation process are established.  

4. A combination of established deterministic model-centric development 

approaches with cognitive automation and semantic algorithm approaches 

enable the safe operation of the dynamic open world systems and their 

validation.  

5. Self-aware systems guarantee that the risk produced by highly automated 

transport systems is reduced to an acceptable minimum. 

6. Man machine interaction is on a level that man and machine collaborate on an 

intentional level in the interaction process. Cognitive automation increases the 

safety of the system by overcoming the uncertainty of humans.  

7. Traffic space infrastructure and cloud-based infrastructure provide the 

automated transport systems with valid information about the operational 

context to enable safe automated operations and reduce the complexity of the 

vehicle itself. 
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2 Evolution stages of highly autonomous systems 

The current state of industrial practice in three transportation domains (Rail, Aerospace, 

Maritime) includes Remotely Operating Vehicles (ROVs), systems operating 

autonomously for restricted time periods and for restricted objectives when the data-link 

is lost, such as RPAS (Remotely Piloted Air Systems), fully autonomous systems such 

as autonomous underwater vehicles (AUV´s) in the maritime domain, and driverless 

metros in controlled urban environments. Yet, we are only at the beginning of an 

evolution of automated and autonomously acting machines. This evolution is 

characterized by 

 increasingly autonomous behavior  

 in increasingly complex environments  

 fulfilling missions of increasing complexity 

 the ability to collaborate with other machines and humans  

 and the capability to learn from experiences and adopt the appropriate behavior. 

We propose four such evolutionary stages of highly autonomous systems. Each such 

stage is characterized by distinguishing novel conceptual properties, inducing new 

challenges for system theory and architecture. These evolutionary stages are expected to 

overlap, rather than being available sequentially on the market.  

 

Stage Characterization 

1 Functional automated systems handle limited tasks in an exactly specified 

context, like parking or landing. The mission is planned offline or during 

development time. The system does not learn during operation and 

collaboration is restricted to the exchange of information about the system 

context. 

2 Mission oriented systems fulfill a mission like highway pilot or area 

exploration. The system acts situational in a sequence of manageable, exactly 

specified situations and transitions between them. It optimizes its trajectories 

taking into account specified goals like time or other resources. The planning 

and optimization process is done during operation. The system does not learn 

during operation and collaboration with other systems is limited to the 

exchange of information about system context and the system itself. 

3 Collaborative systems are able to collaborate with other systems on an 

intentional level to fulfill their mission (where ‘other systems’ here is meant to 

include humans) such as for collision avoidance and area surveillance, 

including swarm formation. They negotiate their goals, plans and actions with 

other systems and adapt their own behavior to the negotiated plan. They 

exchange relevant context information. The system does not learn during 

operation.  
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4 Autopoietic systems
2
 go beyond self-learning systems in that they extend 

autonomously their perception, their situational representation and 

interpretation of the perceived world, their actions and their collaboration 

patterns, and are able to communicate such learned capabilities with other 

systems. This is close to human behavior. The ability of (unsupervised) 

learning during operation is the major characteristic of this class of systems. 

 

We expect these stages to become market reality within the next few decades. Each step 

has a value of its own and the potential to create economic benefit.  Most current 

systems are functional systems, and we are on the edge to mission-oriented systems. 

Simple collaborations start to be established.  Onboard unsupervised learning during 

operation is not possible now and in the near future. The possible progress in that 

evolution depends on progress that can be achieved in research and engineering on the 

differentiating conceptual challenges. 

3 The Need for Learning from Fleet Observations 

Each of the above stages demands for each new system precise answers to the following 

questions: 

1. Which environmental situations have to be recognized and interpreted at which level 

of precision and confidence so as to enable that stage of autonomous behavior?  

2. What evidence must be supplied for type certification so as to demonstrate safe and 

reliable performance? 

3. What methods, processes, and regulatory systems must be in place for deploying 

such systems in the field?  

                                                        

2 “An autopoietic machine is a machine organized (defined as a unity) as a network of processes of 

production (transformation and destruction) of components which: (i) through their interactions and 

transformations continuously regenerate and realize the network of processes (relations) that produced 

them; and (ii) constitute it (the machine) as a concrete unity in space in which they (the components) exist 

by specifying the topological domain of its realization as such a network” [17] 
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Figure 1: Key elements of a system of continuous supervision and learning from field observations for 

highly automated systems 

 

Given the sheer environmental complexity precluding a sufficient level of field testing 

as a basis for deployment, we strongly recommend to implement a system of continuous 

supervision and learning from field observations. We can thus improve the current level 

of understanding of Questions 1 and 2, and propose initial recommendations answering 

Question 3, with key elements indicated in Figure 1.  

Figure 1 shows a meta-level learning process that learns from the experiences of the 

systems in the field through an assessment of such field data by an independent 

authority. This assessment provides directives or recommendations for new features 

and/or new capabilities to be integrated in the development and validation processes 

with the twofold goal of improving the perception abilities of the system and of assuring 

its adequate behavior. The mechanism of such a learning process supports the evolution 

of autonomous systems thanks to the ability of their virtual release within the frame of a 

model-centric development process. Central building blocks of this process are 

architecture and algorithms, environmental models, verification and validation 

procedures and systematic gathering of operational data from the field. These basic 

elements need appropriate standardization, a common open simulation environment and 

an accepted set of scenarios for homologation. 

4 Research Challenges 

The full Roadmap Document elaborates the following research areas (see also Figure 2 

below) to achieve the key objectives in the context of the meta-level learning process of 

Section 3. 
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Figure 2: Research Areas 

 

1. The Research Area System Context Model addresses the challenge of concise, yet 

comprehensive specification of the systems operative context in a form supporting 

model centric virtual system testing, including models of human operators. 

2. The Research Area System Architecture for Perception, Cognition and Actuation 

comprises foundational and engineering methods for evolvable top-level 

architectures for autonomous perception, decision making, and control taking into 

account technology constraints. 

3. The Research Area Self-awareness incl. System Integrity addresses the challenge of 

establishing on-line methods guaranteeing system integrity under all operational 

conditions in the presence of security attacks 

4. The Research Area Design addresses the challenge of providing design methods and 

processes supporting the creation of evidences of system integrity when integrating 

cloud-based services critical for system behavior as well as in the case of on-line 

integration of new features or capabilities. 

5. The Research Area Verification and Validation (V&V) addresses the challenge of 

demonstrating through virtual test environments with affordable effort that the 

autonomous system will operate safely in all possible environmental context 

situations, even in the presence of security threats. 

 

Annex 3 provides one more level of detail in terms of identified research priorities per 

research area. 
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5 Recommendations 

To achieve the key objectives, we propose the following measures to be implemented in 

parallel to R&D activities by industry and public authorities. These focus on technical 

standards and regulations. Other issues of equal importance are summarized below. 

 

Action Area Proposed measures 

1. Context models 

 

I. Develop an open European industry driven standard for 

models in the different domains with different levels of 

complexity and evolution steps. 

II. Set up a public authority driven process and infrastructure 

for virtual system validation.   

a. Accreditation Instance / Notified Bodies 

b. Public accessible validation framework.  

c. Additional specification for rest validation in the field 

III. Create a formal chain of argumentation for an overall safety 

case combining virtual releases and field-based release 

procedures accepted by public authorities 

2. Learning  

Community 

I. Set up a public authority driven process for learning from 

field situations.  

a. Public accredited trust center 

b. Self-engagement of the industry to provide the 

relevant data in an anonymous way to the trust center 

c. Feedback of the analysis result of the trust center to 

the validation suite. 

3. Architecture I. Industry-driven standardization of the representation of 

exchangeable information for objects and situations to 

support the collaboration between systems. 

II. Industry-driven standardization of a functional architecture 

of automated systems and its modules, supporting 

compositional safety proof and safe degradation ability with 

guaranteed minimal functionality according to SAE and 

related classifications in other domains.  

III. Publicly agreed safety and development process for highly 

automated systems, including safe upgrade ability 

IV. Industry-driven standards allowing online validation that an 

E/E Upgrade is compatible with the existing E/E 

Architecture 

V. Safe, standardized degradation of systems with guaranteed 

minimum functionality  

4. Validation of 

interoperability 

of automated 

vehicles 

I. Internationally negotiated evolution stages of architecture for 

highly automated systems and their interoperability. 

II. Introduction of certificates for architecture compliance by 

public authority accredited instances.  

III. Internationally agreed upon release processes for new 

evolution stages of highly automated systems. 

5. Framework I. Platform providing support of basic services for the different 

evolution stages of system automation.  
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II. Domain specific industry standard for frameworks, accepted 

and certified by public accredited trust centers.  

III. Provide a domain specific industry standard for the 

representation specification language, representation engines 

for the relevant context information, prediction engines, and 

interpretation engines. 

 

To develop and especially to roll-out highly automated systems, there are a large 

number of other issues that have to be implemented and realized. Some of these are 

shown below. Although this position paper and the accompanying roadmap focus on the 

technical dimension, we acknowledge the importance of these issues, whose solutions 

are highly interrelated with the technical standards and regulations described here.  

 

Action Area Proposed measures 

Training I. Training of drivers/operators wrt. 

a. Automated functions and (standardized) 

degradation modes 

b. Necessary actions of operators in case of 

degradation 

Competitiveness I. Analysis of dependencies of technical solutions on 

market and business constraints; definition of 

measures for separating these aspects or 

compensating them (especially for: establishment 

of appropriate infrastructure, establishment of 

highly redundant system architectures without 

endangering competitiveness)  

Legal liability I. Legal framework for highly automated systems, 

including regulations for their operation, liability 

in case of accidents, and product liability. 

II. Public authority driven process and infrastructure 

for determining liability in case of accidents (e.g., 

voice-, video- or data-recorders). 
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Annex 3: Research Challenges 

The following table gives a detailed overview about the Research Challenges identified 

(c.f. Figure 2 in Section 4). It lists the Research Areas, the Research Topics (plus a short 

explanation) and for each identified topic 

- a priority, with possible values Low, Medium, and High), giving the 

importance of this topic for the overarching topic of highly automated 

systems 

- an urgency, with possible values Short Term (within 5 years), Medium 

Term (within 10 years), and Long Term (more than 10 years), indicating 

when results in this topic will be needed. 

 

Priority List of Research Challenges 

Nr. Topic Explanation Priority 
(Low, 

Medium,High) 

Urgency 
(Short,  

Medium 

Long term 

needed) 

1 System Context Models 

1.1 System 

context 

modelling 

To propose a description method for all aspects of the 

system context (comprises representations for all possible 

relevant real world situations in which the vehicle will be 

acting) meeting the following criteria: 

 covering all relevant environmental factors 

 compliance to industry standards on the space of all 

artefacts in traffic situations (including identification of 

types of artefacts, physical characteristics of artefacts, 

behaviour prediction models of such artefacts) and 

quality attributes (confidence, accuracy) of such 

information 

 supporting compositional specification methods for 

required system reactions in a given set of traffic 

scenarios 

 supporting model based V&V methods for type 

certification of autonomous vehicles 

H S 

1.2 Object 

identification 

Define relevant objects, localization and their static and 

dynamic properties with defined accuracy, calculation 

complexity, and confidence.   H S 

1.3 Scenario 

specification 

Languages and Methods to specify scenarios as normative 

behaviour as a basis for homologation purposes, including 

support for 

 modular, parametrized specifications  

 expressing dependencies between scenarios and 

environmental conditions, such as "this scenario can only 

be performed if a given set of environmental conditions 

persist during the execution of this scenario" 

 consistency checking of scenarios. H S – M 
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1.4 Fault 

behaviour for 

exceptional 

situations 

Methods to define fault (and/or degraded) behaviour for 

exceptional situations in environment perception. 

H S – M 

1.5 Test 

specification 

Test specification for autonomous systems and approaches 

to reduce the exponential growing test complexity in the 

space of all environment context models H S 

2 Operator Models 

2.1 Handover 

scenarios 

Methods to guarantee safe handover of vehicle control from 

technical system to human and vice versa H S 

2.2 Human health 

state 

prediction / 

human state 

prediction 

Methods to predict human health state (behaviour, 

capabilities, awareness, emotions, …) 

M 

Domain-

specific: 

S – L 

2.3 Human 

intention 

prediction 

Methods to predict human intentions 

M 

Domain-

specific: 

S – L 

3 System Architecture for Perception, Cognition and Actuation 

3.1 Architectural 

principles 

supporting 

decompositio

n of scenario 

verifications 

Methods to design the architecture for situational 

perception, cognition and actuation in such a way that it 

allows to decompose the V&V processes for the compliance 

of autonomous vehicles to specifications as given in 

scenario catalogues into  

  V&V arguments insuring such compliance under the 

assumption of perfect and complete observation of 

surrounding traffic situations  

 V&V arguments guaranteeing a sufficiently precise 

observation of all "relevant" artefacts in traffic situations 

with sufficiently high levels of confidence along the 

complete sensor chain including sensor fusion and 

sharing of traffic situations through vehicle to 

infrastructure or vehicle to vehicle communication H S 

3.2 Architectural 

principles 

enabling 

model centred 

type 

certification 

through 

automated 

verification 

Architectural principles supporting highly automated model 

based verification methods supporting type certification of 

autonomous vehicles addressing V&V of their perception, 

cognitive, and actuation capabilities    

H S 

3.3 Architecture 

principles 

supporting 

compositional 

safety and 

security 

proofs 

What are architectural principles supporting compositional 

safety and security proofs? 

H S 
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3.4 Architectural 

Principles to 

support 

Dynamic 

safety 

evaluation 

and assurance 

(runtime 

certification) 

a) Dynamic reconfiguration of known 'blueprints' (c.f. 

ASAAC) 

b) dynamic integration and certification in open systems 

a) L 

b) M 

a) S 

b) M 

 

3.5 Processing/Fu

sion of 

semantically 

enriched data 

Knowledge-based processing/fusion of semantically 

enriched sensor data and representations of the environment 

(including accuracy, confidence, etc.) 

H S 

3.6 Service 

oriented 

framework for 

deterministic 

execution  of 

automated 

functions  

  

H S 

3.7 Fault 

tolerance 

layer 

To provide a consistent fault tolerance service including  

 health state monitoring and signalling of health state to 

situation interpretation capability 

 intrusion protection and identification mechanisms 

 self healing mechanisms ensuring max. functuality in 

degraded health states, automatic isolation of infected/ill 

system components, dynamic reconfiguration, error 

redundancy, and other fault tolerance mechanisms H S 

4 Design 

4.1 Guaranteeing 

sufficient 

observability 

of traffic 

situations 

Design principles to guarantee  a sufficient precise 

observation of all "relevant" artefacts in traffic situations 

with sufficient high levels of confidence along the complete 

sensor chain including sensor fusion and sharing of traffic 

situations through vehicle to infrastructure or vehicle to 

vehicle communication H S 

4.2 Safe methods 

for real-time 

complexity 

reduction in 

situation 

representation 

and situation 

prediction  

Methods allowing to determining dynamically based on the 

mission objectives and the anticipated manoeuvers to 

determining for each object in the situation representation, 

the level of required accuracy of the key physical attributes 

of these objects as well as the accuracy required in 

predicting the evolution of its future states  

H S 

4.3 Reasoning 

Engines 

Representation, prediction and reasoning engine 

mechanisms to handle all environment situations properly:  

a) provide a prediction engine to forecast probable futures,  

b) provide an interpretation languages and engine to derive 

optimal recommendations of action.   M M 

4.4 Value 

Governance 

Appropriate abstractions for specification and online 

monitoring of constraints on the behaviour of autonomous M L 
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system representing value governance. 

4.5 Online 

synthesis of 

strategies 

How can we efficiently compute online strategies 

implementing mission objectives, including different 

alternative options? H S 

4.6 Safe upgrade 

in operation 

Mechanisms for safe upgrade in operation, including 

methods for dynamic safety evaluation and assurance 

(runtime certification) 

a) upgrade with components/features etc. that in principle 

were known at design time 

b) open systems 

a) L 

b) M 

a) S 

b) M 

4.7 Self-

management 

and -healing 

Mechanisms for self-management of complex safety-

relevant Embedded Systems - raise robustness by system-

driven re-configuration with respect to the capabilities of 

the available components during failure situations. 

a) Reconfiguration according to known 'blueprints' 

b) open systems 

a) L 

b) M 

a) S 

b) M  

4.8 Heterogenous 

functions 

Methods to combine heterogeneous classes of functions. Domain-

specific: 

M – H S 

4.10 Trade-offs 

between 

decentralised 

or centralised 

situation 

prediction, 

cognition and 

actuation 

What are the key trade-offs in allocating capabilities for 

situation perception, cognition and strategy synthesis of 

autonomous systems between on-vehicle capabilities and 

cloud based capabilities? 

M M 

4.11 Learning new 

situation 

artefacts and 

their 

behaviour 

 Algorithms for the identification of additional/new 

relevant artefacts in situational representations 

 Algorithms for learning models for predicting the 

behaviour of such newly identified artefacts 
M L 

4.12 Open world 

approach 

Methods to cope with the open world problem 

H M 

5 Verification and Validation 

5.1 Sensor 

Models 

To provide sufficiently precise models for sensors as basis 

for model based verification of perception incl. 

Characterisation of precision and confidence under all 

relevant environmental conditions (certified) H S 

5.2 Validated and 

Standardized 

Context and 

Scenarios 

Validated and standardized context models and scenario 

catalogue, incl. statistically validated models of expected 

levels of incompliance to traffic regulations 

H S 

5.3 Validated 

Operator 

Models 

Validated models of human operators. 

Statistically validated models about human behaviour in 

traffic situations (incl. statistically validated data about their 

risk acceptance.  H S 
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5.4 Compositiona

l safety and 

security 

Methods and tools for compositional safety and security 

proofs 

H S 

5.5 Model centred 

type 

certification 

through 

automated 

verification 

Highly automated Model based verification methods 

supporting type certification of autonomous vehicles 

addressing V&V of their perception, cognitive, and 

actuation capabilities    

H – M M 

5.6 Complexity 

reduction for 

testing 

autonomous 

vehicles (I) 

Methods to decompose the overall safety case for type 

certification to a model based V&V argumentation assuring 

safety under the assumption of field test based evidence of a 

systematically derived set of "local" test cases 

H S 

5.7 Complexity 

reduction for 

testing 

autonomous 

vehicles (II) 

How can we guarantee that testing of "short" sequences of 

scenarios under statistically relevant sets of environmental 

conditions is sufficient to provide a safety case for testing 

the vehicle under all possible sequences of scenarios and all 

environmental conditions? H S 

5.8 Complexity 

reduction for 

testing 

autonomous 

vehicles (III) 

How can we decompose V&V processes for the compliance 

of autonomous vehicles to specifications as given in 

scenario catalogues into  

  V&V arguments insuring such compliance under the 

assumption of perfect and complete observation of 

surrounding traffic situations  

 V&V arguments guaranteeing a sufficiently precise 

observation of all "relevant" artefacts in traffic situations 

with sufficiently high levels of confidence along the 

complete sensor chain including sensor fusion and 

sharing of traffic situations through vehicle to 

infrastructure or vehicle to vehicle communication H S 

5.9 Handling of 

Unknowns 

Validation methods to ensure safe operation in spite of 

incomplete/non-reliable/wrong information (fail 

operational) H S 

5.10 Verification 

of strategy-

synthesis 

algorithms 

How can we verify that the employed synthesis algorithms 

meet all system requirements including system safety and 

value governance constraints? 

H S 

5.11 Virtual 

validation 

Methods and tools for virtual validation and test; virtual 

release environment (incl. Criteria for and Measures of 

Quality, including abstract test functions for re-use in 

MIL/SIL/HIL/xIL Environments) H S – M 

5.12 Abstract 

Scenarios 

Stochastic methods to cover the variance of abstract 

scenarios to real scenarios. M L 

5.13 Communicati

on and 

Cooperation 

Test methodology for Communication and Cooperation 

(System-Human, System-System, System-Environment, 

System-Infrastructure) H S 
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5.14 V&V for 

online 

situation 

interpretation 

and prediction 

What are V&V methods allowing to establish the 

correctness of algorithms for online situation interpretation 

and prediction? 

H S – M 

5.15 Safe degraded 

modes 

Methods and tools for ensuring safe operation even in 

degraded mode resp. outside of specification limits 

(unknown situations, unknown environments). M M 

5.16 Virtual 

Integration 

Testing 

Virtual Integration of System functions, monitoring of 

invalid emergent behaviour and feature interactions, 

dynamic integration of application software code from 

different vendors at runtime and dynamic validation of the 

resulting behaviour, e.g. by running "licensing" scenarios 

before the new configuration is used for control of the 

vehicle H S 

5.17 V&V of 

imported 

components 

- Methods and processes for creating certification evidence 

insuring compliance of module implementations against 

characterisations for such modules which are to be imported 

from service providers into the existing architecture of 

autonomous vehicles, where the module characterisation 

must encapsulate all information required for a consistency 

and integrity check of that component into the existing EE 

architecture 

- Methods for the online certification of compatibility of 

imported components with existing EE architecture H S – M 

5.18 V&V 

methods for 

learning 

components 

What combination of offline V&V methods for the 

verification of learning algorithms with runtime verification 

methods can be used for online certification of the resulting 

modification of situation, prediction and intension with 

respect to system safety and value governance 

requirements? M M 

5.19 Context 

learning 

Unsupervised Learning of environment context models for 

autopoietic systems. L L 

5.20 Autopoietic 

systems 

How can we analyse and guarantee for self-learning systems 

that on the basis of learned artefacts, objects, and situations 

a sufficiently precise situation representations can always be 

constructed with the required level of confidence? 

Can this analysis be done on-line, in spite of limited 

resources?  

Are there parts of this analysis that can be done offline? Can 

boundary conditions be established or even learned by the 

system that ensure a sufficiently high confidence? 

How can we ensure that learned objects, situations, and 

strategies are consistent with existing strategies and safety 

goals? L L 

6 Self Awareness and System Integrity 

6.1 Integrity Methods and Tools for ensuring functional-, structural- and 

semantic integrity. 

Establishing on-line methods guaranteeing System integrity 

under all operational conditions in the presence of security 
H S – M 
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attacks (includes Authentification) 

6.2 Context 

integrity 

Methods to predict the integrity of context constellations 

including cloud and infrastructure information to harden 

systems against security attacks.  H S – M 

6.3 Handling of 

uncertainty 

Methods to handle uncertainty, e.g., in the object 

recognition and situation interpretation including  

information from backend H S 

6.4 On-line 

verification 

on-line verification of system health state and exception 

conditions H S 

6.5 Runtime 

verification of 

availability of 

demanded 

system 

capabilities 

Methods for runtime monitoring ensuring compatibility of 

capabilities assumed in situation interpretation strategy 

synthesis vs. current health state provided by fault tolerance 

layer 

H – M M 

 


